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In chapter $I$ the concept of Padé approximants is generalized for nonlinear operators $F: X \rightarrow Y$ where $X$ is a Banach space and $Y$ is a conmutative Banach algebra, starting from analyticity as is done in the classical theory. The generalization is such that the classical univariate Pade approximant $(X=\mathbb{R}=Y$ ) is a special case of the theory. We discuss the existence and unicity of a solution of the pade-approximation problem of order ( $n, m$ ) for $F$ and prove that a lot of the properties for univariate Pade approximants remain valid: several covariance properties, recurrence relations, the epsilon algorithm, the qd-algorithm, the structure of the Pade table, criteria for regularity and normality of an entry of the Pade table. We are also able to prove a projection property and a product property.
In chapter II the multivariate Padé approximants ( $X=\mathbb{R}^{p}, Y=\mathbb{R}$ ) are studied more extensively. We prove for instance the nontriviality of a solution of the Pade-approximation problem and the near-Toeplitz structure of the homogeneous system of equations. Also an extra covariance property and more recurrence relations are fomulated. The multivariate Pade approximants introduced here are compared with other definitions of Pade approximants for multivariate functions given by different authors in the last few years. Our definition turns out to be an interesting generalization too. Most of the applications are discussed in chapter III, except the acceleration of convergence of a table with multiple entry which is done by means of multivariate Pade approximants and therefore added to chapter II.
As far as the nonlinear operator equations are concerned, we treat the solution of nonlinear systems of equations, initial value problems, boundary value problems, partial differential equations and integral equations. An interesting procedure, especially in the neighbourhood of singularities, is the Halley-iteration which is newly introduced here. Its numerical stability for the solution of a system of nonlinear equations is formulated at the end of chapter III.

## § 1. MOTTVATION

Padé approximants are a frequently used tool for the solution of mathematical problems: the solution of a nonlinear equation, the acceleration of convergence, numerical integration by means of nonlinear techniques, the solution of ordinary and partial differential equations. In the neighbourhood of singularities the use of Pade approxinants can be very interesting.
Many attempts have been made to generalize the concept of Pade approximants in some sense; we refer to definitions of multivariate Padé approximants by Bose [7], Chisholm [11, 12, 13, 14], Karlsson and Wallin [32], Levin [34] and Lutterodt [37], to quadratic approximants and their generalizations [45, 21], to operator Padé approximants for formal power series in a paraneter with non-conmuting elements of a certain algebra as coefficients [4], to matrix-valued Padé approximants [3, 46], to Padé approximants for the operator exponential [17] and so on.

It would be important to generalize the concept of Padé approximants for nonlinear operators, following the ideas of the classical theory, for this would enable us to prove a lot of the classical properties for the generalizations as well and it would also enable us to use those generalizations for the solution of nonlinear operator equations. these are more general problems than the ones we solved with the aid of univariate Pade approximants; we mention nonlinear systems of equations, nonlinear initial value and boundary value problems, nonlinear partial differential equations and nonlinear integral equations.
Such a generalization is treated here.

## § 2. INTRODUCTION

### 2.1. Banach spaces and Banach algebras

In ordinary analysis we work with the real or complex number system. Here we shall work in complete normed spaces which are generalizations of these number systems. Since linear spaces may consist of such interesting mathematical objects as vectors with a finite or infinite number of components or functions that satisfy given conditions, we shall be able to deal with a wide variety of problems.
In abstract terms, a linear vector space $X$ over the scalar field $\Lambda$ (where $\Lambda$ is $\mathbb{R}$ or $\mathbb{C}$ ) is a set of elements with two operations, called addition and scalar multiplication, which satisfy certain conditions:
a) the set $X$ is a commutative group with respect to the operation of addition (we shall denote the unit for the addition by 0 )
b) for any scalars $\lambda, \mu$ in $\Lambda$ and any elements $x, y$ in $X$, the following rules hold:

$$
\begin{aligned}
& \lambda x \in X \\
& 1 \cdot x=x \\
& 0 \cdot x=0 \\
& (\lambda+\mu) x=\lambda x+\mu x \\
& \lambda(x+y)=\lambda x+\lambda y
\end{aligned}
$$

The algebraic structure of a linear space is similar to that of the real or complex number system. However, to deal with other concepts of theoretical and computational importance, such as accuracy of approximation, convergence of sequences, and so on, it is necessary to introduce additional structure into such spaces.
$X$ is called a normed linear space if for each element $x$ in $X$, a finite non-negative real number $\|x\|$, called the norm of $x$, is defined and the following conditions are satisfied:
a) $\|x\|=0$ if and only if $x=0$
b) $\|\lambda x\|=|\lambda|\|x\|$
c) $\|x+y\| \leq\|x\|+\|y\|$

In the solution of many problems the basic issue is the existence of a limit $x^{\star}$ of an infinite sequence $\left\{x_{i}\right\}$ of elements of $X$. A normed linear space $X$ is said to be complete if every Cauchy sequence of elements of $X$ converges to a limit which is an element of X. Such a complete normed linear space is called a Banach space.

Some Banach spaces have the property that the product $x y$ of two elements of the space is defined and is also an element of the space. Such a Banach space is called a Banach algebra if

$$
\|x y\| \leq\|x\| \cdot\|y\|
$$

A Banach algebra is said to be commutative if

$$
x y=y x
$$

and we say that it has a unit for the multiplication, which we shall denote by $I$, if

$$
x . I=x=I, x
$$

The spaces $\mathbb{R}^{p}$ and $\mathbb{C}^{p}$ for example are Banach algebras with unit if the multiplication is defined component-wise.

### 2.2. Linear and multilinear operators

Many mathematical operations which transform one vector or function into another have certain simple algebraic properties. We shall now discuss such operators. An operator $L$ which maps a linear space $X$ into a linear space $Y$ over the same scalar field $A$ so that for each $X$ in $X$ there is a uniquely defined element $L X$ in $Y$, is called linear if it is
a) additive: $L\left(x_{1}+x_{2}\right)=L x_{1}+L x_{2}$
b) homogeneous: $L(\lambda x)=\lambda L x$

If $X=\mathbb{R}^{p}$ and $Y=\mathbb{R}^{q}$ then a linear operator $L$ has a unique representation as a qxp matrix. Another example of a linear operator is furnished by differentiation; the operator
$D=\frac{d}{d t}$ maps $X=C^{\prime}([0,1])$ into $Y=C([0,1])$ with

$$
D x(t)=\frac{d x}{d t}=y(t)
$$

If $X$ and $Y$ are linear spaces over a common scalar field $A$, then the set of all linear operators from $X$ into $Y$ becomes a linear space over $A$ if addition is defined by $\left(L_{1}+L_{2}\right) x=L_{1} x+L_{2} x$
and scalar multiplication by
$(\lambda L) x=\lambda(L x)$
The norm of a linear operator $L$ is defined by

$$
\|L\|=\sup _{\|x\|=1}\|L x\|
$$

and the operator $L$ is called bounded if $\|L\|<\infty$.
We know that a continuous linear operator $L$ from a Banach space $X$ into a Banach space $Y$ is bounded [ 41 pp. 38 ] and also that
$\|L x\| \leq\|L\| .\|x\|$
Clearly the set $L(X, Y)$ of all bounded linear operators from a Banach space $X$ into a Banach space $Y$ is a Banach space itself. So we may consider linear operators which map $X$ into $L(X, Y)$. For such an operator $B$ and for $x_{1}$ and $X_{2}$ in $X$, we would have

$$
B x_{1}=L
$$

a linear operator from $X$ into $Y$, and

$$
B x_{1} x_{2}=\left(B x_{1}\right) x_{2}
$$

an element of $Y$.
The operator $B$ is called a bilinear operator from $X$ into $Y$. Since the bounded linear operators from $X$ into $L(X, Y)$ form themselves a linear space $L(X, L(X, Y)$ ) which we shall denote by $L\left(X^{2}, \gamma\right)$, the foregoing process could be repeated, leading to a whole hierarchy of linear operators and spaces. These classes of operators play a fundamental role in the differential calculus in Banach spaces.
A $k-1$ inear operator $L$ on $X$ is an operator $L: X^{k} \rightarrow Y$ which is linear and homogeneous in each of its arguments separately. If $x_{1}=\ldots=x_{k}=x$, we shall use the notation

$$
L x_{k}^{k}=L x_{1} \ldots x_{k}
$$

We write $L\left(X^{k}, Y\right)$ for the set of all bounded $k$-linear operators from $X$ into $Y$.
We define a o-linear operator on $X$ to be a constant function, i.e. for $y$ fixed in $Y$, we have

$$
L X=y \text { for all } x \text { in } X
$$

The set $L\left(X^{0}, Y\right)$ is identified with $Y$.
If $L \in L\left(X^{k}, Y\right)$ and $x_{1}, \ldots, x_{\ell} \in X$ with $k \geq \ell \geq 1$ then

$$
\mathrm{Lx}_{1} \ldots \mathrm{x}_{\ell}
$$

is a bounded $(k-l)$-linear operator.

In general the elements $L x_{1} \ldots x_{k}$ and $L x_{i_{1}} \ldots x_{i_{k}}$ with ( $x_{1}, \ldots, x_{k}$ ) in $x^{k}$ and ( $i_{1}, \ldots, i_{k}$ ) a permutation of $(1, \ldots, k)$ are different, so that actually $k!k$-linear operators are associated with a given $k-1$ inear operator $L$.
But if

## $L x_{1} \ldots x_{k}=L x_{i_{1}} \ldots x_{i_{k}}$

for all $\left(x_{1}, \ldots, x_{k}\right)$ in $x^{k}$ and for all permutations ( $i_{1}, \ldots, i_{k}$ ) of ( $1, \ldots, k$ ) ( 41 pp . 103-104] then the $k$-linear bounded operator $L$ is called symmetric.
If $Y$ is a Banach algebra, multilinear operators can also be obtained by forming tensorproducts.

Definition 1.2.1.:
Let $\mathrm{F}: \mathrm{X} \rightarrow \mathrm{Y}$ and $\mathrm{G}: \mathrm{X} \rightarrow \mathrm{Y}$ be operators.
The product $F . G$ is defined by $(F, G)(x)=F(x) \cdot G(x)$ in $Y$.

Definition 1.2.2.:
Let $X_{1}, \ldots, X_{p}, Z_{1}, \ldots, Z_{q}$ be vector spaces and let
$F: X_{1} \times \ldots \times X_{p} \rightarrow Y$ be bounded and $p$-linear and
$G: Z_{1} \times \ldots \times Z_{q} \rightarrow Y$ be bounded and $q$-linear.
The tensorproduct $F \otimes G: X_{1} \times \ldots \times X_{p} \times Z_{1} \times \ldots \times Z_{q}+Y$
is bounded and $(p+q)-1$ inear when defined by
$(F \otimes G) x_{1} \ldots x_{p} z_{1} \ldots z_{q}=F x_{1} \ldots x_{p} \cdot G z_{1} \cdots z_{q}$
[23 pp. 318].

### 2.3. Frechet-derivatives

An operator $F$ from $X$ into $Y$ is called nonlinear if it is not a linear operator. Now suppose that $F$ is an operator that maps a Banach space $X$ into a Banach space $Y$. If $L$ in $L(X, Y)$ exists such that

$$
\lim _{\|\Delta x\| \rightarrow 0} \frac{\left\|F\left(x_{0}+\Delta x\right)-F\left(x_{0}\right)-I \Delta x\right\|}{\|\Delta x\|}=0
$$

then $F$ is said to be Fréchet-differentiable at $x_{0}$, and the bounded linear operator

$$
L=F^{\prime}\left(x_{0}\right)
$$

is called the first Frechet-derivative of $F$ at $x_{0}$.
Note that the classical rules for differentiation, like the chain rule still hold for Fréchet differentiation. In practice, to differentiate a given nonlinear operator $F$, we attempt to write the difference $F\left(x_{0}+\Delta x\right)-F\left(x_{0}\right)$ in the form

$$
F\left(x_{0}+\Delta x\right)-F\left(x_{0}\right)=L\left(x_{0}, \Delta x\right) \Delta x+n\left(x_{0}, \Delta x\right)
$$

where $L\left(x_{0}, \Delta x\right)$ is a bounded linear operator for given $x_{0}$ and $\Delta x$ with

$$
\lim _{\|\Delta x\| \rightarrow 0} L\left(x_{0}, \Delta x\right)=L \in L(X, Y)
$$

and

$$
\lim _{\|\Delta x\| \rightarrow 0} \frac{\left\|\eta\left(x_{0}, \Delta x\right)\right\|}{\|\Delta x\|}=0
$$

To illustrate this process, consider the operator $F$ in $C([0,1])$ defined by

$$
F(x)=x(t) \int_{0}^{1} \frac{t}{s+t} x(s) d s \quad 0 \leq t \leq 1
$$

The difference $F\left(x_{0}+\Delta x\right)-F\left(x_{0}\right)$ equals

$$
x_{0}(t) \int_{0}^{1} \frac{t}{s+t} \Delta x(s) d s+\Delta x(t) \int_{0}^{1} \frac{t}{s+t} x_{0}(s) d s+\Delta x(t) \int_{0}^{1} \frac{t}{s+t} \Delta x(s) d s
$$

So the operator $L\left(x_{0}, \Delta x\right)$ equals

$$
\left.x_{0}(t) \int_{0}^{1} \frac{t}{s+t}\right] d s+\left[1 \int_{0}^{1} \frac{t}{s+t} x_{0}(s) d s+[] \int_{0}^{1} \frac{t}{s+t} \Delta x(s) d s\right.
$$

where [ ] is a place holder and is used to indicate the position of the argument of the operator $L\left(x_{0}, \Delta x\right)$.
Now $L\left(x_{0}, \Delta x\right)$ is a continuous function of $\Delta x$; so we may set $\Delta x=0$ to obtain $F^{\prime}\left(x_{0}\right)=L$ :

$$
\left.F^{\prime}\left(x_{0}\right)=x_{0}(t) \int_{0}^{1} \frac{t}{s+t}\right] d s+[] \int_{0}^{1} \frac{t}{s+t} x_{0}(s) d s
$$

where now [ ] indicates the position of the argument of the linear operator $F^{\prime}\left(x_{0}\right)$. Suppose that an operator $F$ from $X$ into $Y$ is differentiable at $X_{0}$ and also at every point of the open ball $B\left(x_{0}, r\right)$ with centre $x_{0}$ and radius $r>0$. For each $x$ in $B\left(x_{0}, r\right)$ $F^{\prime}\left(x_{o}\right)$ will be an element of the space $L(X, Y)$. Consequently $F^{\prime}$ may be considered to be an operator defined in a neighbourhood of $x_{o}$. We know that $F^{\prime}$ will be differentiable at $x_{0}$ if a bounded linear operator $B$ from $X$ into $L(X, Y)$ exists such that

$$
\lim _{\|\Delta x\| \rightarrow 0} \frac{\left\|F^{\prime}\left(x_{0}+\Delta x\right)-F^{\prime}\left(x_{0}\right)-B \Delta x\right\|}{\|\Delta x\|}=0
$$

Such a bounded linear operator $B$ is known to be a bilinear operator and if it exists, it is called the second derivative of $F$ at $x_{0}$ and denoted by $F^{\prime \prime}\left(x_{0}\right)=B$. Thus the second derivative of an operator $F$ is obtained by differentiating its first derivative $F^{\prime}$. Now it is possible to give an inductive definition of higher derivatives of an operator F.

### 2.4. Abstract polynomials

If $L$ is a $k$-linear operator from a Banach space $X$ into a Banach algebra $Y$, then the operator $P$ from $X$ into $Y$ defined by

$$
P(x)=L x^{k} \text { for } x \text { in } x
$$

is a nonlinear operator. In this way we can define abstract polynomials.

Definition 1.2.3.:
An abstract polynomial is a nonlinear operator $P: X \rightarrow Y$ such that

$$
\begin{aligned}
& P(x)=A_{n} x^{n}+A_{n-1} x^{n-1}+\ldots+A_{0} \text { with } \\
& A_{i} \in L\left(X^{i}, Y\right) \text { and } A_{i} \text { symmetric [41 p. 107]. }
\end{aligned}
$$

The degree of $P(x)$ is $n$. We also introduce the following notations.
If there exists a positive integer $j_{1}$ such that for all $o \leq k<j_{1}: A_{k} x^{k} \equiv 0$ and $A_{j_{1}} x^{j_{1}} \neq 0$ then $a_{0} P=j_{1}$ is called the order of the abstract polynomial $P$. If there exists a positive integer $j_{2}$ such that for all $j_{2}<k \leq n: A_{k} x^{k}=0$ and $A_{j_{2}} x^{j_{2}} \notin 0$ then $a P=j_{2}$ is called the exact degree of the abstract polynomial $P$. Abstract polynomials are differentiated as in elementary calculus: if $\mathrm{P}(\mathrm{x})=$ $A_{n} x^{n}+A_{n-1} x^{n-1}+\ldots+A_{0}$ then the Frechet-derivatives of $P$ at $x_{0}$ are

$$
P^{\prime} \quad\left(x_{0}\right)=n A_{n} x_{0}^{n-1}+\ldots+2 A_{2} x_{0}+A_{1} \in L(X, Y)
$$

$$
p^{(2)}\left(x_{0}\right)=n(n-1) A_{n} x_{0}^{n-2}+\ldots+2 A_{2} \in L\left(X^{2}, y\right)
$$

$$
\vdots
$$

$$
P^{(n)}\left(x_{0}\right)=n!A_{n} \in L\left(X^{n}, Y\right)
$$

We emphasis the fact that for an operator $F: X \rightarrow Y$, the $k^{\text {th }}$ Frechet-derivative at $x_{0}$, $F^{(k)}\left(x_{0}\right)$, is a symmetric $k-1$ inear and bounded operator [41 pp. 110]. Examples of abstract polynomials and $k^{\text {th }}$ Fréchet-derivatives of a nonlinear operator can be found in $\S 3$. of this chapter.
We can easily prove the following important lemmas for abstract polynomials.

Lemma I.2.1.:
Let the abstract polynomial $P$ be given by $P(x)=\sum_{i=0}^{n} A_{i} x^{i}$.
If $P(x) \equiv 0$ then $A_{i}=0$ for $i=0, \ldots, n$.

Lemma 1.2.2.:
Let $V$ be an abstract polynomial and $U$ a continuous operator with $D(U) \neq \emptyset$. If $U(x) \cdot V(x) \equiv 0$ then $V(x) \equiv 0$.

Proof:

$$
\text { Since } D(U) \neq \emptyset \text {, we can find } x_{0} \text { in } X \text { such that } U\left(x_{0}\right) \text { is regular. }
$$

For the abstract polynomial $V(x)$ we can write

$$
\begin{aligned}
& V(x)=\sum_{k=0}^{n} \frac{1}{k!} V^{(k)}\left(x_{0}\right)\left(x-x_{0}\right)^{k} \\
& \text { wi th } \frac{1}{o!} V^{(0)}\left(x_{0}\right)\left(x-x_{0}\right)^{o}=V\left(x_{0}\right)
\end{aligned}
$$

Now $U\left(x_{0}\right) \cdot V\left(x_{0}\right)=0$ and so $V\left(x_{0}\right)=0$.
Since $U$ is continuous, $D(U)$ is an open set. Thus there is an open ball $B\left(x_{0}, r\right)$ with centre $x_{0}$ and radius $r>0$, such that $B\left(x_{0}, r\right) \subset D(U)$, in other words such that for all $x$ in $B\left(x_{0}, r\right)$ : $U(x)$ is regular.

This implies that for all $x$ in $B\left(x_{0}, r\right): V(x)=0$.
For $V^{\prime}\left(x_{0}\right)$ we can write

$$
\lim _{\|h\| \rightarrow 0} \frac{\left\|V\left(x_{0}+h\right)-V\left(x_{0}\right)-V^{\prime}\left(x_{0}\right) h\right\|}{\|h\|}=0
$$

Or equivalently for $\|h\|<r$

$$
\lim _{\|h\| \rightarrow 0} \frac{\left\|V^{\prime}\left(x_{0}\right) h\right\|}{\|h\|}=0
$$

So $\forall \varepsilon>0, \exists \varepsilon>0$ : $\|\mathrm{h}\|<\gamma=\min (\delta, r) \Rightarrow\left\|V^{\prime}\left(x_{0}\right) h\right\| \leq \varepsilon\|h\|$ Take $x$ in $X \backslash\{0\}$. Then $\left\|\frac{1}{2} Y\right\| x\left\|^{-1} x\right\|<Y$ and so

$$
\left\|V^{\prime}\left(x_{0}\right)\left(\frac{1}{2} \gamma\|x\|^{-1} x\right)\right\| \leq \varepsilon\left\|\frac{1}{2} r\right\| x\left\|^{-1} x\right\|
$$

or equivalently, since $\frac{r}{2\|x\|}>0$

$$
\begin{equation*}
\left\|V^{\prime}\left(x_{o}\right) x\right\| \leq \varepsilon\|x\| \tag{1.2.1}
\end{equation*}
$$

For $x=0$ also $\left\|V^{\prime}\left(x_{0}\right) x\right\| \leq E\|x\|$
Now $\left\|V^{\prime}\left(x_{0}\right)\right\|=\inf \left\{M \geq o \mid\left\|V^{\prime}\left(x_{0}\right) x\right\| \leq M\|x\| \quad\right.$ for all $x$ in $\left.X\right)$ and thus (I.2.1) implies $\left\|V^{\prime}\left(x_{0}\right)\right\|=0$.

For every $x$ in $x$ we have now $\left\|V^{\prime}\left(x_{0}\right) x\right\| \leq\left\|V^{\prime}\left(x_{0}\right)\right\| \cdot\|x\|=0$
and so $V^{\prime}\left(x_{0}\right) x \equiv 0$ or $V^{\prime}\left(x_{0}\right)=0$ as operator $X \rightarrow Y$.
To proceed, take $x$ in $B\left(x_{0}, r\right)$. A radius $r_{0}>0$ exists such that
for every $y$ in $B\left(x, r_{0}\right) \subset B\left(x_{0}, r\right): V(y)=0$
So we can prove that for all $x$ in $B\left(x_{0}, r\right): V^{\prime}(x)=0$.
Repeating the previous procedure,
we can now prove that $V^{(2)}\left(x_{0}\right)=0$.
And so on till we have $V^{(n)}\left(x_{0}\right)=0$ and thus $V(x)=0$.
Lemma 1.2.3.:
Let the nontrivial abstract polynomials $V$ and $w$ be given by $V(x)=\sum_{i=v_{1}}^{v_{2}} V_{i} x^{i}$ and $W(x)=\sum_{j=w_{1}}^{w_{2}} W_{j} x^{j}$ with $\partial_{0} V=v_{1}$ and $\partial V=v_{2}, \partial_{0}=w_{1}$ and $\partial W=w_{2}$. If $D(V) \neq \emptyset$ and $Y$ is a commutative Banach algebra without nilpotent elements, then $\partial W \leq \partial(V . W)-v_{1}$

Proof:
If $V(x)$ or $W(x)$ are monomials, the proof is trivial.
Write $\partial_{0}(V \cdot W)=p_{1}$ and $a(V \cdot W)=p_{2}$; we always have that
$\mathrm{v}_{1}+\mathrm{w}_{1} \leq \mathrm{p}_{1} \leq \mathrm{p}_{2} \leq \mathrm{v}_{2}+\mathrm{w}_{2}$.
Suppose $a W \geq a(V . W)-v_{1}+1$.
Then $\left\{\begin{array}{l}v_{v_{2}} x^{v_{2}} \cdot w_{w_{2}} x^{w_{2}}=0 \\ v_{v_{2}} x^{v_{2}} \cdot w_{w_{2}-1} x^{w_{2}-1}+v_{v_{2}-1} x^{v_{2}-1} \cdot w_{w_{2}} x^{w_{2}}=0 \\ \vdots \\ v_{p_{2}+1-w_{1}} x^{p_{2}+1-w_{1}} \cdot w_{w_{1}} x^{w_{1}}+\ldots+v_{v_{1}} x^{v_{1}} \cdot w_{p_{2}+1-v_{1}} x^{p_{2}+1-v_{1}}=0\end{array}\right.$
with $p_{2}+1 \leq w_{2}+v_{1}$.

This implies

$$
\left\{\begin{array}{l}
v_{v_{2}} x^{v_{2}} \cdot w_{w_{2}} x^{w_{2}} \equiv 0 \\
v_{v_{2}-1} x^{v_{2}-1} \cdot\left(w_{w_{2}} x^{w_{2}}\right)^{2} \equiv 0 \\
\vdots \\
v_{v_{1}} x^{v_{1}} \cdot\left(w_{w_{2}} x^{w_{2}}\right)^{1+v_{2}-v_{1}} \equiv 0
\end{array}\right.
$$

and thus $V(x) \cdot\left(w_{w_{2}} x^{w_{2}}\right)^{1+v_{2}-v_{1}} \equiv 0$
Since $Y$ contains no nilpotent elements: $W_{w_{2}} X^{w_{2}} \equiv 0$.
This contradicts $\partial W=w_{2}$.
The following example will illustrate that for lemma 1.2 .3 we really need a commutative Banach algebra $Y$ without nilpotent elements.
Consider $Y=\left\{\left.\left(\begin{array}{ccc}a_{1} & 0 & 0 \\ a_{2} & a_{1} & 0 \\ a_{3} & a_{2} & a_{1}\end{array}\right) \right\rvert\, a_{1}, a_{2}, a_{3} \in \mathbb{R}\right\}$ normed by
$\left\|\left(\begin{array}{ccc}a_{1} & 0 & 0 \\ a_{2} & a_{1} & 0 \\ a_{3} & a_{2} & a_{1}\end{array}\right)\right\|=3 \max \left(\left|a_{1}\right|,\left|a_{2}\right|,\left|a_{3}\right|\right)$.

It is easy to verify that $Y$ is a commutative Banach algebra.
Let $X=\mathbb{R}$.
Take $V(x)=\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1\end{array}\right)+\left(\begin{array}{lll}0 & 0 & 0 \\ x & 0 & 0 \\ 0 & x & 0\end{array}\right)$
and $W(x)=\left(\begin{array}{lll}0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right)+\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ x & 0 & 0\end{array}\right)$.

So $\partial_{0} V=0=a_{0} W, \partial=1=\partial W, O \in D(V)$ and $V_{1} x$ and $W_{1} x$ are nilpotent elements.
Now (V.W) $(x)=\left(\begin{array}{rrr}0 & 0 & 0 \\ -1 & 0 & 0 \\ 0 & -1 & 0\end{array}\right)$.

Clearly $\partial W=1>a(V . W)-\partial_{0} V=0$.

## 3. DEFINITION

1. Univariate Padé approximant

Let us first briefly repeat the definition of pade approximant for a real-valued function $F$ of one real variable, given by its Taylor series development in the origin:

$$
F(x)=\sum_{k=0}^{\infty} c_{k} x^{k}
$$

with

$$
c_{k}=\frac{1}{k!} \mathrm{F}^{(\mathrm{k})}(\mathrm{O})
$$

First choose $n$ and $m$ in $\mathbb{N}$. Then find two polynomials $P(x)=\sum_{i=0}^{n} a_{i} x^{i}$ and $Q(x)=\sum_{j=0}^{m} b_{j} x^{j}$ satisfying

$$
\partial_{0}(F \cdot Q-P) \geq n+m+1
$$

In other words the $a_{0}, \ldots, a_{n}, b_{0}, \ldots b_{m}$ satisfy the following systems of equations:

$$
\begin{aligned}
& \left\{\begin{array}{l}
c_{0} b_{0}=a_{0} \\
c_{1} b_{0}+c_{0} b_{1}=a_{1} \\
\vdots \\
c_{n} b_{0}+c_{0} b_{n}=a_{n}
\end{array}\right. \\
& \left\{\begin{array}{l}
c_{n+1} b_{0}+\ldots+c_{n+1-m} b_{m}=0 \\
\vdots \\
c_{n+m} b_{0}+\ldots+c_{n} b_{m}=0
\end{array}\right. \\
& \text { with } b_{j}=0 \text { for } j>m \text { and } c_{k}=0 \text { for } k<0 .
\end{aligned}
$$

It is obvious that the homogeneous system always has a nontrivial solution since one of the $b_{j}$ can be chosen freely; the solution for the $b_{j}$ can then be substituted in the system of equations that gives the coefficients $a_{i}$.

After calculation of the polynomials $P(x)$ and $Q(x)$ the ( $n, m$ ) Pade approximant is defined as the irreducible form of the rational function $\frac{P(x)}{Q(x)}$. The long history of Padé approximants has extensively been studied by Brezinski and their properties have very nicely been formulated and discussed by Baker [2]. The interested reader is referred to their books. We will treat here the generalization to the operator case of the definition and all the properties.
From now on, let $X$ be a Banach space and $Y$ a commutative Banach algebra with unit $I$ for the multiplication.

### 3.2. Abstract analyticity

To generalize the notion of Pade approximant we start from analyticity, as in elementary calculus.

Definition 1.3.1.:
The operator $F: X \rightarrow Y$ is abstract analytic in $X_{0}$ if there
exists $B\left(x_{0}, r\right)$ with $r>0$ such that
$F\left(x_{0}+h\right)=\sum_{k=0}^{\infty} \frac{1}{k!} F^{(k)}\left(x_{0}\right) h^{k}$ for $\|h\|<r \quad[41 \mathrm{pp} .113]$
with $\frac{1}{o!} F^{(o)}\left(x_{0}\right) h^{0}=F\left(x_{0}\right)$.

We give some examples of such series.
a) $\mathrm{C}([0,1])$ with the supremum-norm is a conmutative Banach algebra
if addition and multiplication are performed pointwise.
Consider the Nemyckii-operator $G: C(10,11) \rightarrow C(10,1]): x \rightarrow g(s, x(s))$
with $g \in C^{(\infty)}([0,1] \times C([0,1]))$. Let $I_{x}: C([0,1]) \rightarrow C([0,1]): x \rightarrow x$.
Then clearly $G^{(k)}\left(x_{0}\right)=\frac{\partial^{k} g}{\partial x^{k}}\left(s, x_{o}(s)\right) \cdot \underbrace{I_{x} \otimes \ldots \otimes I_{x}}_{k \text { times }}$
and so $G(x)=\sum_{k=0}^{\infty} \frac{1}{k!} \frac{\partial^{k} g}{\partial x^{k}}\left(s, x_{0}(s)\right) \cdot\left(x-x_{0}\right)^{k}$ in a neighbourhood
of $x_{0}[41 \mathrm{pp} .95]$.
b) Consider the Urysohn integral operator $\mathrm{U}: \mathrm{C}(10,11) \rightarrow \mathrm{C}([0,1])$ :
$x \rightarrow \int_{0}^{1} f(s, t, x(t)) d t$ with $f \leqslant C^{(\infty)}([0,1] \times[0,1] \times C([0,1]))$.
Let [ ] indicate a place-holder for $x(t) \in C(10,1])$.

Then we write $U^{(k)}\left(x_{0}\right)=\int_{0}^{1} \frac{\partial^{k} f}{\partial x^{k}}\left(s, t, x_{0}(t)\right) \underbrace{[] \ldots[]}_{k \text { times }} d t$
and so $U(x)=\sum_{k=0}^{\infty} \frac{1}{k!} f_{0}^{1} \frac{\partial^{k} f}{\partial x^{k}}\left(s, t, x_{0}(t)\right)\left(x-x_{0}\right)^{k}(t) d t$ in a
neighbourhoud of $x_{0} \quad[41$ pp. 97$]$.
c) $C^{(i)}([0, T])$, normed by $\left.\|x(t)\|_{\infty}=\max f\left\|x^{(j)}(t)\right\| \mid j=0, \ldots, i\right\}$ or $\|x(t)\|_{1}=\sum_{j=0}^{i}\left\|x^{(j)}(t)\right\|$ where $\left\|x^{(j)}(t)\right\|$ is the norm chosen in
$\mathrm{C}(10, \mathrm{~T})$, is a Banach space.
Consider the operator $V: C^{\prime}([0, T]) \rightarrow C([0, T]): y \rightarrow \frac{d y}{d t}-f(t, y)$
in the initial value problem $V(y)=0$ with $y(0)=a \in \mathbb{R}$.
Let $I_{y}: C^{\prime}([0, T l) \rightarrow C([0, T l): y \rightarrow y$.
We see that $V^{\prime}\left(y_{0}\right)=\frac{d}{d t}-\frac{\partial f(t, y)}{\partial y}\left(t, y_{0}\right) . I_{y}$ and
$v^{(k)}\left(y_{0}\right)=-\frac{\partial^{k} f(t, y)}{\partial y^{k}}\left(t, y_{0}\right) \cdot \underbrace{I_{y} \otimes \ldots \otimes I_{y}}_{k \text { times }}$ for $k \geq 2$.
So $V(y)=-f\left(t, y_{o}\right)+\frac{d y}{d t}-\sum_{k=1}^{\infty} \frac{1}{k!} \frac{\partial^{k} f(t, y)}{\partial y^{k}}\left(t, y_{o}\right) \cdot\left(y-y_{0}\right)^{k}$
in a neighbourhood of $y_{0}$.
d) $\mathbb{R}^{\mathrm{p}}$ and $\mathbb{C}^{\mathrm{p}}$ with componentwise addition and multiplication are conrmutative Banach algebras.

Finally let this nonlinear system of 2 real variables be given

$$
F\binom{x}{y}=\binom{1+x+\sin (x y)}{x^{2}+y^{2}-4 x y}
$$

For $x_{0}=0_{0}^{0}$ we can write

$$
\begin{aligned}
& \text { For } \left.x_{0}=\zeta_{0}\right) \text { we can write } \\
& F\binom{x}{y}=\left({ }_{0}^{1}\right)+\binom{x}{0}+\binom{x y}{x^{2}+y^{2}-4 x y}+\sum_{k=1}^{\infty} \quad\binom{(-1)^{k} \frac{(x y)^{2 k+1}}{(2 k+1)!}}{0}
\end{aligned}
$$

We call an element $y$ of $Y$ regular if there exists $y^{-1}$ in $Y$ such that $y \cdot y^{-1}=I=y^{-1} \cdot y$ and we write $D(F)=\{x \in X \mid F(x)$ is regular in $Y\}$. The set $D(F)$ is an open set in $X$ if $F$ is continuous [ 33 pp .31 ]. If the operator $G$ maps $X$ into $Y$, we can define the operator $\frac{1}{G}$ that maps $D(G)$ into $Y$, by

$$
\frac{1}{G}(x)=[G(x)]^{-1}
$$

Let now $X_{o}$ in definition 1.3 .1 equal 0 without loss of generality and let $F: X \rightarrow Y$ be a nonlinear operator abstract analytic in 0 :

$$
F(x)=\sum_{k=0}^{\infty} \frac{1}{k!} F^{(k)}(0) x^{k}
$$

Definition I.3.2.:
The operator $\underline{F(x)=O\left(x^{j}\right)}(j \in \mathbb{N})$ if there exist nonnegative numbers $s<1$ and $J$ such that $\|F(x)\| \leq J .\|x\|^{j}$ for all $x$ in $B(0, s)$.

Definition 1.3.3.:
The couple of abstract polynomials $(P(x), Q(x))=$
$\left(A_{n m+n} x^{n m+n}+\ldots+A_{n m} x^{n m}, B_{n m+m} x^{n m+m}+\ldots+B_{n m} x^{n m}\right)$
such that the abstract power series (F.Q-P) $(x)=O\left(x^{n m+n+m+1}\right)$
is called a solution of the Pade-approximation problem of order $(n, m)$.

The shift of degrees in $P(x)$ and $Q(x)$ by $n . m$ will be justified in $\S 4$. and $\S 7$. of this chapter. We shall restrict ourselves now to those $n$ and $m$ for which a solution $(P(x), Q(x))$ with $D(P) \cup D(Q) \neq \emptyset$ can be found.

Definition 1.3.4.:
The abstract rational operator $\frac{1}{Q} \cdot P$, the quotient of two abstract polynomials, is reducible if the exist abstract polynomials $T, P_{\star}$ and $Q_{\star}$ such that $P=P_{\star} \cdot T, Q=Q_{\star} \cdot T, \partial T \geq 1$ and $\frac{1}{T}$ is not an abstract polynomial (i.e. $T$ is not a unit in the ring of abstract polynomials).

Since $D(P) \cup D(Q) \neq \emptyset$, we know that $D(T) \neq \emptyset$ and $D\left(P_{\star}\right) \cup D\left(Q_{\star}\right) \neq \emptyset$.
For the solutions $(P, Q)$ of the Padé-approximation problem and for the reduced rational operators $\frac{1}{Q_{\star}}, P_{\star}$ we will prove the following equivalence-property.

Theorem 1.3.1.:
Let $(P, Q)$ and (R,S) satisfy definition 1.3 .3 , with $D(P) \cup D(Q) \neq \emptyset$ and $D(R) \cup D(S) \neq \emptyset$. Let $\frac{1}{Q_{\star}} \cdot P_{\star}$ be a reduced form of the rational operator $\frac{1}{Q} \cdot P$ and $\frac{1}{S_{\star}}$. $R_{\star}$ be a reduced form of the rational operator $\frac{1}{S}$.R.
Then for all $x$ in $X: P(x) \cdot S(x)=Q(x) \cdot R(x)$

$$
\begin{aligned}
& P_{\star}(x) \cdot S(x)=Q_{\star}(x) \cdot R(x) \\
& P_{\star}(x) \cdot S_{\star}(x)=Q_{\star}(x) \cdot R_{\star}(x)
\end{aligned}
$$

Proof:
Consider
$P(x) \cdot S(x)-R(x) \cdot Q(x)=[F(x) \cdot S(x)-R(x)] \cdot Q(x)-[F(x) \cdot Q(x)-P(x)] \cdot S(x)$
Now $(F, Q-P)(x)=O\left(x^{n m+n+m+1}\right)$ and $(F, S-R)(x)=O\left(x^{n m+n+m+1}\right)$.
The series $[(F . S-R) \cdot Q(F \cdot Q-P) \cdot S](x)=O\left(x^{2 n m+n+m+1}\right)$
while $\partial(P, S-R . Q) \leq 2 n m+n+m$.
So (P.S-R.Q) $(x) \equiv 0$.
If $P=P_{\star} \cdot T$ and $Q=Q_{\star} \cdot T$ with $P_{\star}, Q_{\star}$ and $T$ abstract polynomials
then (P.S-R.Q) $(x)=\left[T \cdot\left(P, S-R \cdot Q_{\star}\right)\right](x)$
Since $D(T) \neq \emptyset$, lemma 1.2 .2 says that $\left(P_{*} \cdot S-R \cdot Q_{\star}\right)(x) \equiv 0$.
If $R=R_{\star} \cdot U$ and $S=S_{\star} \cdot U$ with $R_{\star}, S_{\star}$ and $U$ abstract polynomials
then $\left(P_{\star} \cdot S-R \cdot Q_{\star}\right)(x)=\left[U \cdot\left(P_{\star} \cdot S_{\star}-R_{\star} \cdot Q_{\star}\right)\right](x)$.
Since $D(U) \neq \emptyset$, lemma 1.2 .2 says that $\left(P_{\star} \cdot S_{\star}-R_{\star} \cdot Q_{\star}\right)(x) \equiv 0$.
We write $A=A_{1} \cup A_{2}$ with

$$
\begin{aligned}
A_{1}= & \{(P, Q) \mid(P, Q) \text { satisfies definition } 1.3 .3 \text { for a certain } \\
& n \text { and } m \text { and } D(P) \cup D(Q) \neq \emptyset\}
\end{aligned}
$$

$A_{2}=\left\{\left(P_{\star}, Q_{\star}\right) \left\lvert\, \frac{1}{Q_{\star}} \cdot P_{\star}\right.\right.$ is a reduced form of the rational
operator $\frac{1}{Q} P$ for $(P, Q)$ in $\left.A_{1}\right\}$
Clearly the relation $\left(P_{1}, Q_{1}\right) \sim\left(P_{2}, Q_{2}\right)$ if and only if $P_{1}(x) \cdot Q_{2}(x)=Q_{1}(x) \cdot P_{2}(x)$ for all $x$ in $X$, is an equivalence-relation in $A$ which divides $A$ in disjoint equivalenceclasses.

## Definition 1.3.5::

The equivalence-class of $A$ containing a solution of (I.3.1) for $n$ and $m$ chosen, will be called the ( $n, m$ ) abstract Pade-approximant for $F$.

This equivalence-class does not always contain a couple of abstract polynomials $\left(P_{\star}, Q_{\star}\right)$ with $Q_{\star}(0)=I$. An example will illustrate this. Consider the operator

$$
F: \mathbb{R}^{2} \rightarrow \mathbf{R}^{2}:\binom{x}{y} \rightarrow\binom{1+x+\sin (x y)}{x^{2}+y^{2}-4 x y}=\binom{1}{0}+\binom{x}{0}+\binom{x y}{x^{2}+y^{2}-4 x y}+\ldots
$$

Take $n=1=m$. The couple of abstract polynomials
$\left(P_{\star}(x, y), Q_{\star}(x, y)\right)=\left(\begin{array}{cc}1+x-y & 1-y \\ 0 & , \\ 1\end{array}\right)$ belongs to the $(n, m)$ Pade-approximant for $F$.
Here $Q_{k}\binom{0}{O}=\binom{1}{1}$.
Take $n=1$ and $m=2$. The couple of abstract polynomials
$\left(P_{\star}(x, y), Q_{\star}(x, y)\right)=\left(\begin{array}{cc}x-y+x^{2}-2 x y & x-y-x y+x y^{2} \\ 0 & , \\ 1\end{array}\right)$ is numerator and
denominator of the irreducible form of $\frac{P(x, y)}{Q(x, y)}$ where $(P(x, y), Q(x, y))$
is any nontrivial solution of (1.3.1).
Here $Q_{*}\left(Q_{0}\right)=\left(\frac{O}{1}\right.$ ) because the order of the first component in $Q_{\star}(x, y)$ is 1 and no further reduction can be performed to lower this order.

## § 4. EXISTENCE OF A SOLUTITON

We will now discuss the existence and calculation of a solution of (I.3.1). Write $\frac{1}{k} F^{(k)}(0)=C_{k}$, a symmetric $k$-linear bounded operator. The condition (I.3.1) is equivalent with (1.4.1) and (I.4.2):
$(I .4 .1) \begin{cases}C_{0} \cdot B_{n m} x^{n m}=A_{n m} x^{n m} & \forall x \in X \\ C_{1} x \cdot B_{n m} x^{n m}+C_{0} \cdot B_{n m+1} x^{n m+1}=A_{n m+1} x^{n m+1} \quad \forall x \in X \\ \vdots \\ C_{n} x^{n} \cdot B_{n m} x^{n m}+\ldots+C_{0} \cdot B_{n m+n} x^{n m+n}=A_{n m+n} x^{n m+n} \quad \forall x \in X\end{cases}$
with $B_{n m+j} x^{n m+j} \equiv 0$ for $j>m$
(I.4.2) $\left\{\begin{array}{l}C_{n+1} x^{n+1} \cdot B_{n m} x^{n m}+\ldots+C_{n+1-m} x^{n+1-m} \cdot B_{n m+m} x^{n m+m}=0 \quad \forall x \in X \\ \vdots \\ C_{n+m} x^{n+m} \cdot B_{n m} x^{n m}+\ldots+C_{n} x^{n} \cdot B_{n m+m} x^{n m+m}=0 \quad \forall x \in X\end{array}\right.$
with $C_{k} x^{k} \equiv 0$ for $k<0$.
A solution of (I.4.2) can be computed by means of the following determinants in $Y$; these formulas are direct generalizations of the classical formulas for the solution of a homogeneous system.

$$
\begin{aligned}
& B_{n m} x^{n m}=\left|\begin{array}{ccc}
C_{n} x^{n} \ldots & & C_{n+1-m} x^{n+1-m} \\
C_{n+1} x^{n+1} & \ldots & C_{n+2-m} x^{n+2-m} \\
\vdots & & \vdots \\
C_{n+m-1} x^{n+m-1} & \ldots & c_{n} x^{n}
\end{array}\right| \notin\left(x^{n m}, y\right)
\end{aligned}
$$

For every solution of (I.4.2) a solution of (I.4.1) can be calculated by substitution of the $B_{n m+j} x^{n m+j}(j=0, \ldots, m)$ in the left hand side of ( $1,4,1$ ). So, using the classical formulas, we get inmediately the shift of degrees by n.m in $P(x)$ and $Q(x)$. A second argument for the choice of $(P(x), Q(x))$ will be given at the end of this paragraph. For the moment we want to give some more determinant representations. When we calculate a solution of (I.4.2) and (I.4.1) by means of the determinants above, we will denote it by $\left(P_{[n, m]}(x),[n, m](x)\right)$. So

$$
\begin{align*}
& Q_{[n, m]}(x)=\left|\begin{array}{lll}
I \ldots & & I \\
c_{n+1} x^{n+1} & c_{n} x^{n} & \ldots \\
c_{n+1-m} & x^{n+1-m} \\
c_{n+2} x^{n+2} & \cdots & \vdots \\
\vdots & & \vdots \\
c_{n+m} x^{n+m} & \cdots & c_{n} x^{n}
\end{array}\right|  \tag{I.4.3}\\
& p_{[n, m]}(x)=\left|\begin{array}{llll}
F_{n}(x) & F_{n-1}(x) & \ldots & F_{n-m}(x) \\
C_{n+1} x^{n+1} & \ldots & & C_{n+1-m} x^{n+1-m} \\
\vdots & & & \vdots \\
C_{n+m} x^{n+m} & \ldots & C_{n} x^{n}
\end{array}\right|  \tag{1.4.4}\\
& \underset{P_{[n, m]}\left(F \cdot Q_{[n, m]}-\right.}{ }(x)=\left|\begin{array}{llll}
\bar{F}_{n+m}(x) & \bar{F}_{n+m-1}(x) & \ldots & \bar{F}_{n}(x) \\
c_{n+1} x^{n+1} & \ldots & & c_{n+1-m} x^{n+1-m} \\
\vdots & & \vdots \\
c_{n+m} x^{n+m} & \cdots & c_{n} x^{n}
\end{array}\right| \tag{1.4.5}
\end{align*}
$$

where $F_{i}(x)=\sum_{k=0}^{i} C_{k} x^{k}$ and $F_{i}(x) \equiv 0$ for $i<0 \quad$ and $\bar{F}_{i}(x)=F(x)-F_{i}(x)$.
These formulas are also direct generalizations of the classical formulas for univariate Padé approximants.
Remark also the fact that if we calculate the ( $\mathrm{n}, \mathrm{o}$ ) abstract Pade approximant for F , we find the $n^{\text {th }}$ partial sum of the abstract Taylor series. For if $B_{n m}=I$ then $A_{i} x^{i}=C_{i} x^{i}, i=0, \ldots, n$ is a solution of system (1.4.1).
Let's again take a look at the nonlinear operator

$$
F: \mathbf{R}^{2} \rightarrow \mathbb{R}^{2}:\binom{x}{y} \rightarrow\binom{1+x+\sin (x y)}{x^{2}+y^{2}-4 x y}=\binom{1}{0}+\binom{x}{0}+\binom{x y}{x^{2}+y^{2}-4 x y}+\ldots
$$

Take $n=1$ and $m=2$. Using (1.4.3) and (1.4.4) we find

$$
\begin{aligned}
& Q_{[1,2]}(x, y)=\left|\begin{array}{lll}
\binom{1}{1} & \binom{1}{1} & \binom{1}{1} \\
\left(\begin{array}{lll}
x y & \\
x^{2}+y^{2}-4 x y
\end{array}\right) & \binom{x}{0} & \left(\begin{array}{l}
x y \\
0 \\
0
\end{array}\right. \\
& \binom{x y}{x^{2}+y^{2}-4 x y} & \left(\begin{array}{l}
x \\
0
\end{array}\right.
\end{array}\right|=\binom{x(x-y)+x^{2} y(y-1)}{\left(x^{2}+y^{2}-4 x y\right)^{2}} \\
& P_{[1,2]}(x, y)=\left|\begin{array}{lll}
\binom{1+x}{0} & \binom{1}{0} & \left(\begin{array}{l}
0 \\
0
\end{array}\right. \\
\left(\begin{array}{ll}
x y & x^{2}+y^{2}-4 x y
\end{array}\right) & \left(\begin{array}{l}
x \\
0
\end{array}\right. & \left(\begin{array}{c}
1 \\
0
\end{array}\right. \\
0 \\
0 & \binom{x y}{x^{2}+y^{2}-4 x y} & \left(\begin{array}{l}
x \\
0
\end{array}\right.
\end{array}\right|=\binom{x^{2}(1+x-y)-x y(1+x)}{0}
\end{aligned}
$$

which is clearly a nontrivial solution of (I.4.1) and (I.4.2).
When we would try for $n=1$ and $m=2$ to find a couple of abstract polynomials
$(P(x, y), Q(x, y))=\left(A_{1}\binom{x}{y}+A_{0}, B_{2}\binom{x}{y}^{2}+B_{1}\binom{x}{y}+B_{0}\right)$ such that (F. $\left.Q-P\right)(x, y)=$ $\left.O\left(y_{y}^{x}\right)^{n+m+1}\right)=O\left(\left(_{y}^{x}\right)^{4}\right)$, not working with the shift of degrees by $n \cdot m=2$, we would remark that this problem has only the solution $\mathrm{Q}(\mathrm{x}, \mathrm{y}) \equiv 0 \equiv \mathrm{P}(\mathrm{x}, \mathrm{y})$, which is not very useful. The reason is that we have now an overdetermined homogeneous system. More about multivariate Padé approximants can be found in chapter II.

## § 5. RELATIONS BETWEEN $(P, Q)$ and $\left(P *, Q_{\star}\right)$

### 5.1. Order and degree of $P, Q, P$ and $Q *$

From now on we will use the notations $P(x)=\sum_{i=0}^{n} A_{n m+i} x^{n m+i}$ and $Q(x)=\sum_{j=0}^{m} B_{n m+j} x^{n m+j}$ for solutions of (I.3.1), $P_{\star}(x)=\underset{i=\partial_{0} P_{\star}}{\sum_{\star} P_{i}} A_{i} x^{i}$ and $Q_{\star}(x)=\sum_{j=\partial_{0} Q_{\star}}^{\partial Q_{\star}} B_{\star j} x^{j}$ for the numerator and denominator of a reduced rational form of $\frac{1}{Q} \cdot P$ and $T(x)=\sum_{k=t_{0}}^{\partial T} T_{k} x^{k}$ for the polynomial such that $P=P_{\star} \cdot T$ and $Q=Q_{\star} \cdot T$ where $t_{0}=\partial_{0} T$. We will now $g$ ive a few simple theorems about solutions ( $\mathrm{P}, \mathrm{Q}$ ) of (I.3.1) and about the $\left(P_{\star}, Q_{\star}\right)$. Similar theorems exist for the univariate Pade approximants.

Theorem 1.5.1.:
a) Let $(P, Q)$ satisfy ( 1.3 .1 ). Then $\partial_{0} P \geq \partial_{0} Q$.
b) Let $\frac{1}{Q_{\star}} \cdot P_{\star}$ be a reduced form of $\frac{1}{Q}$. P. If $D\left(T_{t_{0}}\right) \neq \emptyset$ or $a_{0} Q_{\star}=0$ then $\partial_{0} P_{\star} \geq a_{0} Q_{\star}$. Proof:

The proof of a) is very simple because of the equivalence of (1.3.1)
with the systems (I.4.1) and (I.4.2).
The proof of b) is similar.
If $\partial_{0} Q_{\star}=0$ then $b$ ) is automatically satisfied.
Suppose $a_{0} P_{\star}<a_{0} Q_{\star}$ when $a_{0} Q_{\star}>0$.
Then $\partial_{0} P<\partial_{0} Q$ because of lenma 1.2 .2 which we can apply to the first nontrivial term in $P$ since $D\left(T_{t_{0}}\right) \neq \emptyset$. This is a contradiction with a).

We introduce the notion of pseudo-degree for polynomials without tail like the ones considered in definition $I .3 .3$ if $n>0$ and $m>0$ and like $P_{\star}$ and $Q_{\star}$ if $\partial_{0} Q_{\star}>0$ and $D\left(T_{t_{0}}\right) \neq \emptyset_{\text {. }}$

Definition 1.5.1.:
a) $a_{1} P=a P-a_{0} Q$ is called the pseudo-degree of $P$ and $\partial_{1} Q=a Q-\partial_{0} Q$ the pseudo-degree of $Q$; theorem $I .5 .1$ a) justifies the term - $\partial_{0} Q$.
b) $\partial_{1} P_{\star}=\partial P_{\star}-\partial_{0} Q_{\star}$ is called the pseudo-degree of $P_{\star}$ and $\partial_{1} Q_{\star}=\partial Q_{\star}-\partial_{0} Q_{\star}$ the pseudo-degree of $Q_{\star}$, if $D\left(T_{t_{0}}\right) \neq \emptyset$ or $\partial_{0} Q_{\star}=0$; theorem 1.5 .1 b) justifies the term $-a_{0} Q^{*}$.

When $\partial_{0} Q=0$ or $\partial_{0} Q_{\star}=0$ the pseudo-degrees of $P$ and $Q$ or $P_{\star}$ and $Q_{\star}$ equal the exact degrees.

Theorem I.5.2.:
a) $\partial_{1} P \leq n$ and $\partial_{1} Q \leq m$.
b) Let $Y$ be a commutative Banach algebra without nilpotent elements. If $D\left(T_{t_{0}}\right) \neq \not \emptyset$ or $Q_{\star}(0)$ is regular in $Y$, then $a_{1} F_{*} \leq n$ and $a_{1} Q_{*} \leq m$.

Proof:

$$
\begin{aligned}
& \text { a) } \partial_{1} P=a P-a_{0} Q \leq n m+n-a_{0} Q \leq n \text { since } a_{0} Q \geq n m \text {. } \\
& a_{1} Q=a Q-a_{0} Q \leq n m+m-a_{0} Q \leq m \text { since } a_{0} Q \geq n m . \\
& \text { b) } \partial_{1} Q_{\star}=\partial Q_{k}-\partial_{0} Q_{\star} \leq\left(\partial Q-\partial_{0} T\right)-\partial_{0} Q_{\star} \text { since } D(T) \neq \emptyset \\
& \leq \partial Q-n m \text { since } a_{0} T+\partial_{0} Q_{\star}=a_{0} Q \geq n m \\
& \leq m \\
& \partial_{1} P_{\star}=\partial P_{\star}-\partial_{0} Q_{\star} \leq\left(\partial \mathrm{P}-\partial_{0} \mathrm{~T}\right)-\partial_{0} Q_{\star} \text { since } D(T) \neq \emptyset \\
& \leq \partial P-n m \text { since } \partial_{0} T+\partial_{0} Q_{\star}=\partial_{0} Q \geq n m \\
& \leq n
\end{aligned}
$$

If $Q_{\star}(O)$ is regular, the proof is similar because now

$$
\partial_{0} Q_{\star}=0 \text { and } \partial_{0} T=a_{0} Q .
$$

The following example proves the need of $D\left(T_{t_{0}}\right) \neq 0$ to conclude that $\partial_{1} P_{\star} \leq n$ and $\partial_{1} Q_{\star} \leq m$.
Take $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}:\binom{x}{y} \rightarrow\binom{\cos (a-x+y)}{\frac{x e^{x}-y e^{y}}{x-y}}$ with $\alpha \neq k_{\pi}$ and take $n=1=m$.
The couple of abstract polynomials ( $\left.P_{\star}, T, Q_{\star}, T\right)$ with
$P_{*}\binom{x}{y}=\binom{\cos \alpha+(x-y)(\sin \alpha+0.5 \operatorname{cotg} \alpha \cos \alpha)}{x+y+0.5\left(x^{2}+3 x y+y^{2}\right)}$,
$Q_{*}\binom{x}{y}=\binom{1+0.5(x-y) \operatorname{cotg} \alpha}{x+y-0.5\left(x^{2}+x y+y^{2}\right)}$
and $T\binom{x}{y}=\binom{0}{1}+\binom{y-x}{0}$, satisfies $(\pi .3 .1)$. Here $a_{0} Q_{\star}=0, \partial P_{\star}=2$, $a Q_{\star}=2$ and $T_{t_{0}}\binom{x}{y}=\binom{0}{1}$. So $a_{1} P_{\star}=2>1<2=\partial_{1} Q_{\star}$.

### 5.2. Order of $E . Q_{*}-P_{*}$

The following theorem is frequently used in the proofs of further properties.

Theorem I.5.3.:
a) If $D\left(T_{t_{0}}\right) \neq \emptyset$, then $t_{0}=n m-\partial_{0} Q_{\star}+r$ with $r \geq 0$ and $\left(P_{\star} \cdot T_{t_{0}}, Q_{\star} \cdot T_{t_{0}}\right)$ satisfies (1.3.1)
b) If $Y$ contains no nilpotent elements then also $0 \leq r \leq m i n\left(n-\partial_{1} p_{\star}, m-\partial_{1} Q_{\star}\right)$,

Proof:
a) Because $D\left(T_{t_{0}}\right) \neq \emptyset, t_{0}+\partial_{0} Q_{*}=\partial_{0} Q \geq n m$.

$$
\text { We write } t_{0}=n m-a_{0} Q_{\star}+r \text { with } r \geq 0
$$

$$
\text { Now } F(x) \cdot Q(x)-P(x)=T(x) \cdot\left[F(x) \cdot Q_{\star}(x)-P_{\star}(x)\right]=O\left(x^{n m+n+m+1}\right)
$$

$$
\text { If } T(x)=T_{t_{0}} x^{t_{0}}+\ldots \text { with } D\left(T_{t_{0}}\right) \neq \emptyset \text { then also }
$$

$$
T_{t_{0}} x^{t_{0}} \cdot\left[F(x) \cdot Q_{\star}(x)-P_{\star}(x)\right]=O\left(x^{n m+n+m+1}\right) \text { because of the }
$$

equivalence of (1.3.1) with (1.4.1) and (1.4.2).
b) Because $D(T) \neq \emptyset$, we have according to lemma I.2.3:

$$
\begin{aligned}
& \left\{\begin{array}{l}
\partial P_{\star} \leq \partial\left(P_{\star} \cdot T\right)-\partial_{0} T \leq n m+n-\left(n m-\partial_{0} Q_{\star}+r\right) \\
\partial Q_{\star} \leq \partial\left(Q_{\star} \cdot T\right)-\partial_{0} T \leq n m+m-\left(n m-\partial_{0} Q_{\star}+r\right)
\end{array}\right. \\
& \text { and so: }\left\{\begin{array}{l}
\partial_{1} P_{\star}=\partial P_{\star}-\partial_{0} Q_{\star} \leq n-r \\
\partial_{1} Q_{\star}=\partial Q_{\star}-\partial_{0} Q_{\star} \leq m-r
\end{array}\right.
\end{aligned}
$$

When we compare this theorem with the similar one for the classical univariate Pade approximant, we remark that the term nm in $t_{0}$ is due to the choice of the order of the couple of polynomials ( $P, Q$ ) in definition 1.3 .3 and that the term $-a_{0} Q_{k}$ is due to the fact that not always $\partial_{0} Q_{*}=0$.
We give some illustrative examples.
Let $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}:\binom{x}{y} \rightarrow\binom{\frac{1}{1-x}}{e^{x+y}}$ and take $n=1, m=2$.
The couple of abstract polynomials $\left(P_{\star} \cdot T, Q_{\star} \cdot T\right)$ with
$P_{\star}\binom{x}{y}=\binom{1}{1+\frac{1}{3}(x+y)}, Q_{\star}\binom{x}{y}=\binom{1-x}{1-\frac{2}{3}(x+y)+\frac{1}{6}(x+y)^{2}} \quad$ and
$T\binom{x}{y}=\binom{(1+x) L_{2}\binom{x}{y}^{2}+L_{3}\binom{x}{y}^{3}}{\frac{(x+y)^{2}}{2}} \quad$ where $L_{2} \in L\left(X^{2}, \mathbb{R}\right), L_{3} \in L\left(x^{3}, \mathbb{R}\right)$,
satisfies (I.3.1). So if $D\left(L_{2}\right) \neq \emptyset$ theorem $I .5 .3$ is satisfied with $t_{0}=2$, $T_{2}\binom{x}{y}^{2}=\binom{L_{2}\binom{x}{y}^{2}}{(x+y)^{2} / 2} \quad$ and $r=0$.

Let $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}:\binom{x}{y} \rightarrow\binom{1+\sin (x+x y)}{1+\frac{x}{0.1-y}+\sin (x y)}$ and take $n=1, m=2$.
The couple of abstract polynomials $\left(P_{\star} \cdot T, Q_{\star} \cdot T\right)$ with
$P_{\star}\binom{x_{y}}{y}=\binom{x-y+\frac{5}{6} x^{2}-2 x y}{x-1.01 y+10 y^{2}+10 x^{2}-20.2 x y}$,
$Q_{\star}\binom{x}{y}=\binom{x-y-x y-\frac{x^{2}}{6}+x y^{2}+\frac{x^{3}}{6}}{x-1.01 y+10 y^{2}-10.1 x y+2.01 x y^{2}} \quad$ and
$T\binom{x}{y}=\binom{x}{100 x}$ satisfies (I.3.1).
So theorem 1.5.3. is satisfied with $t_{0}=1$ and $r=0$.
Let $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}:\binom{x}{y} \rightarrow\binom{\frac{1+y}{1+y^{2}}}{1-\cos x}$ and take $n=2, m=1$.

The couple of abstract polynomials ( $\mathrm{P}_{\star} \cdot \mathrm{T}, \mathrm{Q}_{\star} . \mathrm{T}$ ) with
$P_{\star}\binom{x}{y}=\binom{1+y}{x^{2} / 2}, Q_{\star}\binom{x}{y}=\binom{1}{1}$ and $T\binom{x}{y}=\binom{0}{-x^{2} / 2}+\binom{-y^{3}}{0}$
satisfies (I.3.1), but with $t_{0}=2, D\left(T_{t_{0}}\right)=\emptyset$. It is easy to see that
$\left(P_{\star} \cdot T_{t_{0}}, Q_{\star} \cdot T_{t_{0}}\right)$ does not satisfy (I.3.1).
Let $F: C^{\prime}([1, T]) \rightarrow C([1, T]): x(t) \rightarrow e^{x(t)} \frac{d x}{d t}-(1+c)$ with $c$ a small
nonnegative number. Take $n=1=m$. The couple of abstract polynomials $\left(P_{\star} \cdot T, Q_{\star} \cdot T\right)$ wi th $P_{\star}(x)=\frac{d x}{d t}-(1+c)(1-x(t)), Q_{\star}(x)=1-x(t)$ and $T(x)=\frac{d x}{d t}$ satisfies (I.3.1). Theorem 1.5 .3 is satisfied with $t_{0}=1$ and $r=0$.

Theorem I.5.4.:
a) If $D\left(T_{t_{0}}\right) \neq \emptyset$ then $\left(F \cdot Q_{\star}-P_{\star}\right)(x)=O\left(x^{n m+n+m+1-t_{0}}\right)$
b) If $Y$ contains no nilpotent elements and $D\left(T_{t_{0}}\right) \neq \emptyset$ then $\left(F \cdot Q_{\star}-P_{\star}\right)(x)=O\left(x^{\partial_{0} Q_{\star}+\partial_{1} P_{\star}+\partial_{1} Q_{\star}+1}\right)$

Proof:
a) Suppose $\partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=j$ with $j<n m+n+m+1-t_{0}$. Now since $D\left(T_{t_{0}}\right) \neq \varnothing:\left(P_{*} \cdot T_{t_{0}}, Q_{*} \cdot T_{t_{0}}\right)$ satisfies (I.3.1).

So $\left[\left(F \cdot Q_{\star}-P_{\star}\right) \cdot T_{t_{0}}\right](x)=O\left(x^{n+n+m+1}\right)$ and consequently $\mathrm{nm}+\mathrm{n}+\mathrm{m}+1 \leq \mathrm{j}+\mathrm{t}_{\mathrm{o}}$ which is a contradiction.
b) Suppose $a_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=j$ with $j<\partial_{0} Q_{\star}+\partial_{1} P_{\star}+\partial_{1} Q_{\star}+1$. Then for every integer $r$ with $0 \leq r \leq \min \left(n-a_{1} p_{\star}, m-a_{1} Q_{\star}\right)$, for $t_{0}=n m-\partial_{0} Q_{\star}+r:$ $\partial_{0} Q_{\star}+\partial_{1} P_{\star}+\partial_{1} Q_{\star}+1+\left(n m-\partial_{0} Q_{\star}+r\right)>j+n m-\partial_{0} Q_{\star}+r$ $\geq n m+n+m+1$,
which is in contradiction with theorem 1.5 .3 b) since $\partial_{1} P_{\star} \leq n$ and $\partial_{1} Q_{\star} \leq m$ and $\partial_{0} Q_{\star}+\partial_{1} P_{\star}+\partial_{1} Q_{\star}+1+\left(n m-\partial_{0} Q_{\star}+r\right) \leq n m+n+m+1$

It is also easy to see that if $\mathrm{D}\left(\mathrm{T}_{\mathrm{t}_{0}}\right) \neq \emptyset$, then every couple of abstract polynomials $\left(P_{\star} \cdot L, Q_{\star} \cdot L\right)$, with $L$ a bounded $t_{0}$-linear operator such that $D(L) \cap\left(D\left(P_{\star}\right) \cup D\left(Q_{\star}\right)\right) \neq \emptyset$, satisfies (I.3.1).
The fact that (F.Q $\left.-P_{\star}\right)(x)=O\left(x^{j}\right)$ with $j$ given by theorem I. 5.4 implies that

$$
\left(F . Q_{\star}-P_{\star}\right)^{(i)}(0) \equiv 0 \text { for } i=0, \ldots, j-1 \text { at least }
$$

For polynomials $P_{\star}$ and $Q_{\star}$ with $\partial_{0} P_{\star} \geq \partial_{0} Q_{\star}$ we know that always

$$
\left(F \cdot Q_{\star}-P_{\star}\right)^{(i)}(0) \equiv 0 \text { for } i=0, \ldots, \partial_{0} Q_{\star}-1
$$

So the meaningful relations are

$$
\begin{equation*}
\left(F \cdot Q_{\star}-P_{\star}\right)(i)(0) \equiv 0 \text { for } i=a_{0} Q_{\star}, \ldots, j-1 \text { at least } \tag{1.5.1}
\end{equation*}
$$

When $0 \in D\left(Q_{\star}\right)$ and thus $\partial_{0} Q_{\star}=0$, the relations (1.5.1) can be rewritten as

$$
F^{(i)}(0)=\left(\frac{1}{Q_{\star}} \cdot P_{\star}\right)^{(i)}(0) \text { for } i=0, \ldots, j-1 \text { at least. }
$$

So (I.S.1) clearly has an interpolatory meaning in 0.

## § 6. COVARIANCE PROPERTIES

Since the ( $n, m$ ) abstract Pade approximant is an equivalence-class containing couples of abstract polynomials, we are going to represent it by one of its elements; for the sake of simplicity we will denote this representant also by ( $P_{\star}, Q_{\star}$ ).
Let the operator $P_{n, m}$ (for $n$ and $m$ chosen) associate with the operator $F$ the equiva-lence-class of the $\left(P_{\star}, Q_{\star}\right)$. We are looking for operators $\Phi$ working on $F$ that commute more or less with the Pade operator $P_{n, m}$ :

$$
\Phi\left[p_{n, m}(F)\right]=p_{n_{\Phi}, m_{\Phi}}[\Phi(F)]
$$

with $n_{\Phi}$ and $m_{\Phi}$ depending on the considered $\Phi$.
The first property we are going to prove is the reciprocal covariance of abstract padé approximants.

Theorem I.6.1.:

Suppose $0 \in D(F)$. If $\left(P_{\star}, Q_{\star}\right)$ is the ( $n, m$ ) abstract Pade approximant for $F$, then $\left(Q_{\star}, P_{\star}\right)$ is the $(m, n)$ abstract Pade approximant for $\frac{1}{F}$.

Proof:
Since $0 \in D(F)$, an open ball $B(0, r)$ exists where $\frac{1}{F}$ is defined.
If ( $\mathrm{P}_{\star}, \mathrm{Q}_{\star}$ ) is the ( $\mathrm{n}, \mathrm{m}$ ) abstract Padé-approximant for F , an abstract polynomial $T$ exists such that
$(P, Q)=\left(P_{\star} \cdot T, Q_{\star} \cdot T\right)$ satisfies (I.3.1) for $F$ and $D(P) \cup D(Q) \neq \emptyset$.
In other words $(F . Q-P)(x)=O\left(x^{n m+n+m+1}\right)$
This implies that $\left(\frac{1}{F}, P-Q\right)(x)=O\left(x^{n+n+m+1}\right)$ since $\frac{1}{F}$ is abstract analytic in a neighbourhood of 0 .

So $(Q, P)=\left(Q_{\star} \cdot T, P_{\star} \cdot T\right)$ satisfies $(I .3 .1)$ for $\frac{1}{F}$ and $D(Q) \cup D(P) \neq \emptyset$.

## Theorem 1.6.2.:

Suppose $a, b, c, d \in Y$ and $0 \in D(c . F+d)$. If $\left(P_{\star}, Q_{\star}\right)$ is the ( $n, n$ ) abstract Pade approximant for $F$ and $D(c . P+d . Q) \cup D(a . P+b . Q) \neq \emptyset$, then the ( $\mathrm{n}, \mathrm{n}$ ) abstract Pade approximant for $\frac{1}{\mathrm{C} \cdot \mathrm{F}+\mathrm{d}} .(\mathrm{a} \cdot \mathrm{F}+\mathrm{b})$ is $\left(\mathrm{a} \cdot \mathrm{P}_{\star}+\mathrm{b} \cdot \mathrm{Q}_{\star}, \mathrm{c} \cdot \mathrm{P}_{\star}+\mathrm{d} \cdot \mathrm{Q}_{\star}\right)$.

Proof:
Since $0 \in D(c . F+d)$, an open ball $B(O, r)$ exists where
$\frac{1}{c \cdot F+d} \cdot(a . F+b)$ is defined.
If ( $P_{\star}, Q_{\star}$ ) is the ( $n, n$ ) abstract Pade-approximant for $F$, an
abstract polynomial $T$ exists such that $(P, Q)=\left(P_{\star} \cdot T, Q_{\star} \cdot T\right)$
satisfies (I.3.1) for $F$ and $D(P) \cup D(Q) \neq \emptyset$.
In other words $(F, Q-P)(x)=O\left(x^{n^{2}+2 n+1}\right)$.
Now $\partial_{0}(a \cdot P+b \cdot Q) \geq n^{2}$ since $\partial_{0} P \geq n^{2}$ and $\partial_{0} Q \geq n^{2}$
and $a(a \cdot P+b \cdot Q) \leq n^{2}+n$ since $\partial P \leq n^{2}+n$ and $\partial Q \leq n^{2}+n$.
Also $a_{0}(c \cdot P+d . Q) \geq n^{2}$ and $a(c \cdot P+d \cdot Q) \leq n^{2}+n$.
Since $(F \cdot Q-P)(x)=O\left(x^{n^{2}+2 n+1}\right)$ and $O \in D(c \cdot F+d)$, also
$\left[(a \cdot d-b \cdot c) \cdot \frac{1}{c \cdot F+d} \cdot(F \cdot Q-P)\right](x)=O\left(x^{n^{2}+2 n+1}\right)$.
Now $\frac{1}{c \cdot F+d} \cdot(a \cdot F+b) \cdot(c \cdot P+d \cdot Q)-(a \cdot P+b \cdot Q)=\frac{1}{c \cdot F+d} \cdot(F \cdot Q-P)(a \cdot d-b \cdot c)$
and consequently
$\frac{1}{c \cdot F+d} \cdot(a \cdot F+b) \cdot(c \cdot P+d \cdot Q)-(a \cdot P+b \cdot Q)=O\left(x^{n^{2}+2 n+1}\right)$.
We already know that $D(c \cdot P+d . Q) \cup D(a \cdot P+b \cdot Q) \neq \emptyset$.

We remark that if $\left(P_{\star}, Q_{\star}\right)$ were the ( $n, m$ ) abstract Pade approximant for $F$ with $n>m$ for instance, then $a . P+b . Q$ was indeed an abstract polynomial of order at least nm and degree at most $n m+n$ but c.P+d. $Q$ not necessarily an abstract polynomial of degree at most $n m+m$. This explains the condition in theorem $I .6 .2$ that $\left(P_{\star}, Q_{\star}\right)$ is the ( $n, n$ ) abstract Padé approximant for F.

Theorem I.6.3.:

Suppose $A \in L(X, X)$ and $A^{-1}$ exists. If $\left(P_{\star}, Q_{\star}\right)$ is the ( $n, m$ ) abstract Pade approximant for $F$ and if $R_{\star}(x):=P_{\star}(A x), S_{\star}(x):=Q_{\star}(A x), G(x):=F(A x)$, then $\left(R_{\star}, S_{\star}\right)$ is the $(n, m)$ abstract Pade approximant for $G$.

Proof:

> If $L \in L\left(X^{i}, Y\right)$, then $L \circ A \in L\left(X^{i}, Y\right)$ when defined by $(L \circ A) x^{i}=L(A x)^{i} \quad[6 \mathrm{pp} .289]$. Because $\left(P_{\star}, Q_{\star}\right)$ is the ( $n, m$ ) abstract Padé-approximant for $F$, an abstract polynomial $T$ exists such that $(P, Q)=\left(P_{\star} \cdot T, Q_{\star} \cdot T\right)$ satisfies (I.3.1) for $F$ and $D(P) \cup D(Q) \neq \varnothing$.
> In other words, there exist nonnegative constants $\mathrm{r}<1$ and K
> such that $\|(F . Q-P)(x)\| \leq K .\|x\|^{n m+n+m+1}$ for $\|x\|<r$.
> Let $S(x)=T(A x) \cdot S_{\star}(x)$ and $R(x)=T(A x) \cdot R_{\star}(x)$.
> Then $\|(G . S-R)(x)\|=\|(F \cdot Q-P)(A x)\| \leq K .\|A x\|^{n m+n+m+1}$
> $\leq\left(K .\|A\|^{n m+n+m+1}\right)\|x\|^{n m+n+m+1}$
> for $\|x\|<r$.
> Thus (G.S-R) $(x)=O\left(x^{n m+n+m+1}\right)$.
> Since $D(R)=\{x \in X \mid R(x)$ is regular in $Y\}$
> $=\{x \in X \mid P(A x)$ is regular in $Y\}$
> $=\left\{A^{-1} x \mid x \in D(P)\right\}$
> $=A^{-1}(D(P))$
> and $D(S)=A^{-1}(D(Q))$
> we can conclude that $D(R) \cup D(S)=A^{-1}[D(P) \cup D(Q)] \neq \varnothing$.

This theorem has two important consequences: the scale covariance of abstract Pade approximants formulated in corollary I.6.1 and the conservation of symmetry formulated in corollary I.6.2.

Corollary I.6.1.:

Let $\lambda \in \Lambda \backslash\{0\}$. If $\left(P_{\star}, Q_{\star}\right)$ is the $(n, m)$ abstract Padé approximant for $F$ and $P_{\star}(x):=P_{\star}(\lambda x), S_{\star}(x):=Q_{\star}(\lambda x), G(x):=F(\lambda x)$, then $\left(R_{\star}, S_{\star}\right)$ is the ( $n, m$ ) abstract Padé approximant for $G$.

Corollary 1.6.2.:

Let $X=X_{1} \times X_{2}$ and $F\left(x_{1}, x_{2}\right)=F\left(x_{2}, x_{1}\right)$. If $\left(P_{\star}, Q_{\star}\right)$ is the ( $n, m$ ) abstract padé approximant for $F$, then $\left(P_{\star}\left(x_{1}, x_{2}\right), Q_{\star}\left(x_{1}, x_{2}\right)\right) \sim\left(P_{\star}\left(x_{2}, x_{1}\right), Q_{\star}\left(x_{2}, x_{1}\right)\right)$.

## § 7. RECURRENCE RELATIONS

### 7.1. Two-term identities

Frobenius [ 20] supplied most of the identities for the classical Padé approximants. We will now discuss their generalizations. The first group of identities we will consider are the two-term identities. By definition I. 3.3 we can write

$$
\begin{aligned}
& \left(F \cdot Q_{[n, m]}-P_{[n, m]}\right)(x)=O\left(x^{n m+n+m+1}\right) \\
& \left(F \cdot Q_{[n+1, m]}-P_{[n+1, m]}\right)(x)=O\left(x^{(n+1) m+n+m+2}\right) \\
& \left(F \cdot Q_{[n, m+1]}-P_{[n, m+1]}\right)(x)=O\left(x^{n(m+1)+n+m+2}\right) \\
& \left(F \cdot Q_{[n+1, m+1]}-P_{[n+1, m+1]}\right)(x)=O\left(x^{(n+1)(m+1)+n+m+3}\right)
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \left(P_{[n+1, m]} Q_{[n, m]}-P_{[n, m]} Q_{[n+1, m]}\right)(x)= \\
& \quad=\left[\left(F \cdot Q_{[n, m]}-P_{[n, m]}\right) \cdot Q_{[n+1, m]}-\left(F \cdot Q_{[n+1, m]}-P_{[n+1, m]}\right) \cdot Q_{[n, m]}\right](x) \\
& \quad=O\left(x^{n m+(n+1) m+n+m+1}\right)
\end{aligned}
$$

While

$$
\partial\left(P_{[n+1, m]} Q_{[n, m]}-P_{[n, m]} Q_{[n+1, m]}\right) \leq m m+(n+1) m+n+m+1
$$

and analogously

$$
\begin{aligned}
& \left(P_{[n, m+1]} Q_{[n, m]}-P_{[n, m]} Q_{[n, m+1]}\right)(x)=O\left(x^{n m+n(m+1)+n+m+1}\right) \\
& \partial\left(P_{[n, m+1]} Q_{[n, m]}-P_{[n, m]} Q_{[n, m+1]}\right) \leq n m+n(m+1)+n+m+1 \\
& \left(P_{[n, m+1]} Q_{[n+1, m]}-P_{[n+1, m]} Q_{[n, m+1]}\right)(x)=O\left(x^{(n+1) m+n(m+1)+n+m+2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \partial\left(P_{[n, m+1]} Q_{[n+1, m]}-P_{[n+1, m]} Q_{[n, m+1]}\right) \leq n(m+1)+(n+1) m+n+m+2 \\
& \left(P_{[n+1, m+1]} Q_{[n, m]}-P_{[n, m]} Q_{[n+1, m+1}\right)(x)=0\left(x^{n m+(n+1)(m+1)+n+m+1}\right) \\
& \partial\left(P_{[n+1, m+1]} Q_{[n, m]}-P_{[n, m]} Q_{[n+1, m+1]}\right) \leq n m+(n+1)(m+1)+n+m+1
\end{aligned}
$$

Let us introduce the notation

$$
H_{j}\left(s_{i}\right)=\left|\begin{array}{ccc}
s_{i} & & \cdots \\
s_{i-j+1} \\
\vdots & \ddots & \vdots \\
s_{i+j-1} & \cdots & s_{i}
\end{array}\right|
$$

for these determinants where the $S_{i}(i=0,1, \ldots)$ are elements in the commutative Banach algebra Y. Then because of the formulas (I.4.3), (I.4.4) and (I.4.5) we have
$\left(P_{[n+1, m]} Q_{[n, m]}-P_{[m, m]} Q_{[n+1, m]}\right)(x)=(-1)^{m} H_{m+1}\left(C_{n+1} x^{n+1}\right) \cdot H_{m}\left(C_{n+1} x^{n+1}\right)$ (I.7.1)
$\left(P_{[n, m+1]} Q_{[n, m]}-P_{[n, m]} Q_{[n, m+1]}\right)(x)=(-1)^{m} H_{m+1}\left(C_{n+1} x^{n+1}\right) \cdot H_{m+1}\left(C_{n} x^{n}\right)$
$\left(P_{[n, m+1]} Q_{[n+1, m]}-P_{[n+1, m]} Q_{[n, m+1]}\right)(x)=(-1)^{m}\left[H_{m+1}\left(C_{n+1} x^{n+1}\right)\right]^{2}$
$\left(F_{[n+1, m+1]} Q_{[n, m]}-P_{[n, m]} Q_{[n+1, m+1]}\right)(x)=(-1)^{m}\left[H_{m+1}\left(C_{n+1} x^{n+1}\right)\right]^{2}$
Fo (I.7.3) we have used Silvester's identity [2, pp.15] which is also valid in $Y$ and states that

$$
\begin{gathered}
H_{m+1}\left(C_{n+2} x^{n+2}\right) \cdot H_{m+1}\left(C_{n} x^{n}\right)+H_{m+2}\left(C_{n+1} x^{n+1}\right) \cdot H_{m}\left(C_{n+1} x^{n+1}\right)= \\
=\left[H_{m+1}\left(C_{n+1} x^{n+1}\right)\right]^{2}
\end{gathered}
$$

These two-term identities will be used to prove other recursion relations in $\S 5$. of chapter II. The second group of identities we will consider are the five-term identities.

### 7.2. The E-algorithm

The e-algorithm of Wynn is closely related to the Pade approximants of a univariate function in the following sense: if we apply the $\varepsilon$-algorithm to the partial sums of the power series

$$
F(x)=\sum_{k=0}^{\infty} c_{k} x^{k}
$$

then $\varepsilon_{2 m}^{(n-m)}$ is the $(n, m)$ Pade approximant for $F(x)$ where $n$ is the degree of the numerator and $m$ is the degree of the denominator [ $9 \mathrm{pp} .66-68$ ].
We shall now see that the ( $n, m$ ) abstract Pade approximant satisfies the same property, but first of all we briefly repeat the nonlinear e-algorithm. Input are the elements of a sequence $\left\{S_{i} \mid i=0,1, \ldots,\right\}$; let us take the sequence in $Y$.
The following computations are performed:

$$
\begin{aligned}
& \varepsilon_{-1}^{(i)}=0 \quad i=0,1, \ldots \\
& \varepsilon_{0}^{(i)}=S_{i} \quad i=0,1, \ldots \\
& \varepsilon_{2 j}^{(-j-1)}=0 j=0,1, \ldots \\
& \varepsilon_{j+1}^{(i)}=\varepsilon_{j-1}^{(i+1)}+\left[\varepsilon_{j}^{(i+1)}-\varepsilon_{j}^{(i)}\right]^{-1} \\
& \begin{array}{l}
\text { (i) } \\
i=0,1, \ldots
\end{array} \\
& i=-j,-j+1, \ldots
\end{aligned}
$$

The $\epsilon_{j}^{(i)}$ can be ordered in a table where (i) indicates a diagonal and $j$ a column:

$$
\begin{array}{lllll} 
& \varepsilon_{0}^{(-1)}=0 & & \varepsilon_{2}^{(-2)}=0 & \cdots \\
\varepsilon_{-1}^{(0)}=0 & & \varepsilon_{1}^{(-1)} & \\
\varepsilon_{-1}^{(1)}=0 & \varepsilon_{0}^{(0)}=S_{0} & & \varepsilon_{2}^{(-1)} & \cdots \\
& \varepsilon_{0}^{(1)}=S_{1} & \varepsilon_{1}^{(0)} & \varepsilon_{2}^{(0)} & \cdots \\
\varepsilon_{-1}^{(2)}=0 & & \varepsilon_{1}^{(1)} & \\
\varepsilon_{-1}^{(3)}=0 & \vdots & \varepsilon_{0}^{(2)}=S_{2} & & \varepsilon_{2}^{(1)} \\
\vdots
\end{array}
$$

We introduce the notations

$$
\Delta S_{i}=S_{i+1}-S_{i}
$$

and

$$
\Delta^{2} S_{i}=\Delta S_{i+1}-\Delta S_{i}
$$

to prove the following property for the $\frac{\varepsilon_{j}}{}(\mathrm{i})$.
The proof is very technical and similar to the proof in $[8 \mathrm{pp} .44-46]$ for $\mathrm{X}=\mathbb{R}=\mathrm{Y}$.

Lemma 1.7.1.:
If $H_{j-1}\left(\Delta^{2} S_{i+j-1}\right)$ and $H_{j}\left(\Delta^{2} S_{i+j-1}\right)$ are regular in $Y$, then
$\varepsilon_{2 j}^{(i)}=\frac{\left|\begin{array}{cccc}s_{i+j} & \cdots & s_{i} \\ \Delta s_{i+j} & \cdots & \Delta s_{i+1} & \Delta s_{i} \\ \vdots & \ddots & \vdots & \vdots \\ \Delta s_{i+2 j-1} & \cdots & \Delta s_{i+j} & \Delta s_{i+j-1}\end{array}\right|}{\left|\begin{array}{ccc}1 & \cdots & 1 \\ \Delta s_{i+j} & \cdots & \Delta s_{i} \\ \vdots & & \vdots \\ \Delta s_{i+2 j-1} & \cdots & \Delta s_{i+j-1}\end{array}\right|}$
and if $H_{j}\left(\Delta S_{i+j}\right)$ and $H_{j+1}\left(\Delta S_{i+j}\right)$ are regular in $Y$, then
$\varepsilon_{2 j+1}^{(i)}=\frac{\left|\begin{array}{ccc}I & \cdots & I \\ \Delta^{2} S_{i+j} & \cdots & \Delta^{2} S_{i} \\ \vdots & & \vdots \\ \Delta^{2} S_{i+2 j-1} & \cdots & \Delta^{2} S_{i+j-1}\end{array}\right|}{\left|\begin{array}{ccc}\Delta S_{i+j} & \cdots & \Delta S_{i} \\ \Delta^{2} S_{i+j} & \cdots & \Delta^{2} S_{i} \\ \vdots & & \vdots \\ \Delta^{2} S_{i+2 j-1} & \cdots & \Delta^{2} S_{i+j-1}\end{array}\right|}$
with $S_{i}=0 \quad$ for $i<0$.
Of course we restrict ourselves to the case that the $\varepsilon_{j}^{(i)}$ are finite; since the $\varepsilon$-algorithm is a nonlinear algorithm, it can always happen that $\varepsilon_{j+1}^{(i)}$ does not exist (when $\varepsilon_{j}^{(i+1)}-\varepsilon_{j}^{(i)}$ is not regular in $Y$ ).

It is easy to see now that for $S_{i}=F_{i}(x)=\sum_{k=0}^{i} C_{k} x^{k}$ we get the following theorem.
Theorem I.7.1.:
If $\left[H_{m-1}\left(\Delta^{2} F_{n-1}\right)\right] \neq \emptyset$ and $D\left[H_{m}\left(\Delta^{2} F_{n-1}\right)\right] \neq \emptyset$,
then

$$
\varepsilon_{2 m}^{(n-m)}=\frac{\left|\begin{array}{lll}
F_{n}(x) & \cdots & F_{n-m}(x) \\
C_{n+1} x^{n+1} & \cdots & C_{n-m+1} x^{n-m+1} \\
\vdots & & \\
C_{n+m} x^{n+m} & \cdots & C_{n} x^{n} \\
C_{n+1} x^{n+1} & \cdots & C_{n-m+1} x^{n-m+1} \\
\vdots & & \\
C_{n+m} x^{n+m} & \cdots & C_{n} x^{n}
\end{array}\right|}{\left|\begin{array}{lll}
I & I
\end{array}\right|}
$$

Numerator and denominator of $\varepsilon_{2 m}^{(n-m)}$ are the determinantal formulas (I,4.4) and (I.4.3) for $P(x)$ and $Q(x)$, a solution of the Pade approximation problem of order ( $n, m$ ).
Let us illustrate this by calculating part of the $\varepsilon$-table for the following nonlinear operator

$$
F: C^{\prime}([1, T]) \rightarrow C([1, T]): x(t) \rightarrow e^{x(t)} \frac{d x}{d t}-(1+c)
$$

with $c$ a small nonnegative constant.
The Taylor series expansion is

$$
F(x)=\frac{d x}{d t} \sum_{k=0}^{\infty} \frac{1}{k!}[x(t)]^{k}-(1+c)
$$

For the $\varepsilon$-table we get


It is easy to see that the odd columns are only intermediate results.
By eliminating the odd columns, the e-algorithm for the even columns can be rewritten as follows:

$$
\begin{aligned}
& \left.\varepsilon_{-2}^{(i)}=\infty \quad \text { (i.e. }\left[\varepsilon_{-2}^{(i)}\right]^{-1}=0\right) \quad i=0,1, \ldots \\
& \varepsilon_{0}^{(i)}=S_{i} \quad i=0,1, \ldots \\
& \varepsilon_{2 j}^{(-j-1)}=0 \quad j=0,1, \ldots \\
& {\left[\varepsilon_{2 j+2}^{(i-1)}-\varepsilon_{2 j}^{(i)}\right]=\left[\varepsilon_{2 j+1}^{(i)}-\varepsilon_{2 j+1}^{(i-1)}\right]^{-1}} \\
& =\left[\varepsilon_{2 j-1}^{(i+1)}+\left(\varepsilon_{2 j}^{(i+1)}-\varepsilon_{2 j}^{(i)}\right)^{-1}-\varepsilon_{2 j-1}^{(i)}-\left(\varepsilon_{2 j}^{(i)}-\varepsilon_{2 j}^{(i-1)}\right)^{-1}\right]^{-1} \\
& =\left[\left(\varepsilon_{2 j}^{(i+1)}-\varepsilon_{2 j}^{(i)}\right)^{-1}+\left(\varepsilon_{2 j}^{(i-1)}-\varepsilon_{2 j}^{(i)}\right)^{-1}-\left(\varepsilon_{2 j-2}^{(i+1)}-\varepsilon_{2 j}^{(i)}\right)^{-1}\right]^{-1}
\end{aligned}
$$

and thus

$$
\left[\varepsilon_{2 j+2}^{(i-1)}-\varepsilon_{2 j}^{(i)}\right]^{-1}+\left[\varepsilon_{2 j-2}^{(i+1)}-\varepsilon_{2 j}^{(i)}\right]^{-1}=\left[\varepsilon_{2 j}^{(i+1)}-\varepsilon_{2 j}^{(i)}\right]^{-1}+\left[\varepsilon_{2 j}^{(i-1)}-\varepsilon_{2 j}^{(i)}\right]^{-1} \quad \begin{aligned}
& j=0,1, \ldots \\
& i=-j,-j+1, \ldots
\end{aligned}
$$

So we have the following relation between abstract Pade approximants.

Theorem 1.7.2.:

$$
\begin{aligned}
& \text { If } H_{j-2}\left(\Delta^{2} s_{i+j-1}\right), H_{j-1}\left(\Delta^{2} S_{i+j-2}\right), H_{j-1}\left(\Delta^{2} S_{i+j-1}\right), H_{j-1}\left(\Delta^{2} S_{i+j}\right), \\
& H_{j}\left(\Delta^{2} S_{i+j-2}\right), H_{j}\left(\Delta^{2} S_{i+j-1}\right), H_{j}\left(\Delta^{2} S_{i+j}\right) \text { and } H_{j+1}\left(\Delta^{2} S_{i+j-1}\right) \text { are } \\
& \text { regular in } Y \text { then } \\
& {\left[\frac{P_{[i+j, j+1]}}{Q i+j, j+1]}-\frac{P_{[i+j, j]}}{Q_{i+j, j]}}\right]^{-1}+\left[\frac{P_{[i+j, j-1]}}{Q i+j, j-1]}-\frac{P_{[i+j, j]}}{Q_{i+j, j]}}\right]^{-1}=} \\
& {\left[\frac{P_{[i+j+1, j]}}{Y i+j+1, j]}-\frac{P_{[i+j, j]}}{Q_{[i+j, j]}}\right]^{-1}+\left[\frac{P_{[i+j-1, j]}}{Q i+j-1, j]}-\frac{P_{[i+j, j]}}{Q_{[i+j, j]}}\right]^{-1}}
\end{aligned}
$$

We are going to illustrate this by means of the $\varepsilon$-table we just calculated for the nonlinear operator $F$. Take $j=1$ and $i=0$ and calculate

$$
\varepsilon_{4}^{(-1)}=\frac{-\left(\frac{d x}{d t}\right)^{2}+\frac{d x}{d t}(1+c)(-2 x(t)+1)+(1+c)^{2} x(t)\left(1-\frac{1}{2} x(t)\right)}{\frac{d x}{d t}\left(-1+x(t)-\frac{1}{2} x^{2}(t)\right)-(1+c) x(t)\left(1-\frac{1}{2} x(t)\right)}
$$

We have then the following cross of abstract Pade approximants

$$
\begin{aligned}
& \frac{-(1+c)^{2}}{1+c+\frac{d x}{d t}} \\
& \frac{d x}{d t}(1+c) \frac{\frac{d x}{d t}-(1+c)(1-x(t))}{1-x(t)} \quad \frac{-\left(\frac{d x}{d t}\right)^{2}+\frac{d x}{d t}(1+c)(-2 x(t)+1)+(1+c)^{2} x(t)\left(1-\frac{1}{2} x(t)\right)}{\frac{d x}{d t}\left(-1+x(t)-\frac{1}{2} x^{2}(t)\right)-(1+c) x(t)\left(1-\frac{1}{2^{x}}(t)\right)} \\
& \\
& \frac{\frac{d x}{d t}\left(1+\frac{1}{2} x(t)\right)-(1+c)\left(1-\frac{1}{2} x(t)\right)}{1-\frac{1}{2} x(t)}
\end{aligned}
$$

In the chapters II and III the $\varepsilon$-algorithm is frequently used in numerical calculations.

### 7.3. The qd-algorithm

It is well-known that the quotient-difference algorithm can be used to construct univariate Pade approximants. We will first repeat it in an equivalent but slightly different way than usual. Only, this approach can be generalized when $F$ is a nonlinear operator from a Banach space $X$ into a commutative Banach algebra $Y$.
Let us consider a nonlinear real-valued function $F$ of one real variable analytic in the origin:

$$
F(x)=\sum_{k=0}^{\infty} c_{k} x^{k} \text { with } c_{k}=\frac{1}{k!} F^{(k)}(0)
$$

Let the series $F$ be normal:

$$
\left|\begin{array}{llll}
c_{\ell}^{x^{\ell}} & c_{\ell+1} x^{\ell+1} & \cdots & c_{\ell+k-1} x^{\ell+k-1} \\
c_{\ell+1} x^{\ell+1} & \cdots & & \\
\vdots & & & \\
c_{\ell+k-1} x^{\ell+k-1} & \cdots & & c_{\ell+2 k-2^{x^{\ell+2 k-2}}}
\end{array}\right| \neq 0
$$

for $\ell=0,1,2, \ldots$ and $k=1,2, \ldots$
This determinant is a monomial of degree $k(\ell+k-1)$ in the variable $x$. Denanding that this monomial is nontrivial is equivalent with demanding that this determinant evaluated at $x=1$ is nonzero. For a normal series we can construct a table with double entry of numbers $q_{k}^{(l)}$ and $e_{k}^{(l)}$ defined as follows:

$$
\begin{aligned}
& \mathrm{e}_{0}^{(\ell)}=0 \quad \ell=0,1, \ldots \\
& \mathrm{q}_{1}^{(\ell)}=\frac{c_{\ell+1} x^{\ell+1}}{c_{\ell^{x^{\ell}}}} \quad \ell=0,1, \ldots \\
& \mathrm{e}_{\mathrm{k}}^{(\ell)}=\mathrm{q}_{\mathrm{k}}^{(\ell+1)}+e_{k-1}^{(\ell+1)}-q_{k}^{(\ell)} \\
& q_{k+1}^{(\ell)}=q_{k}^{(\ell+1)} e_{k}^{(\ell+1)} / e_{k}^{(\ell)} \\
& \ell=0,1,2, \ldots
\end{aligned} \quad k=1,2, \ldots, 0,1,2, \ldots \quad k=1,2, \ldots .
$$

From this qd-algorithm we can obtain Pade approximants to the function $F$ in the following way. The ( $n, m$ ) Pade approximant for $n \geq m$ is equal to the $(2 m)^{\text {th }}$ convergent $\mathrm{K}_{2 \mathrm{~m}}$ of the continued fraction

if $K_{o}=\sum_{k=0}^{n-m} c_{k} x^{k}$, and it is also equal to the $(2 m+1)^{\text {th }}$ convergent $K_{2 m+1}$ of the continued fraction
$c_{0}+c_{1} x+\ldots+c_{n-m-1} x^{n-m-1}+c_{n-m}^{c^{n-m}}-\frac{q_{1}^{(n-m)}}{1}-\frac{e_{1}^{(n-m)}}{1}-$

if $K_{0}=\sum_{k=0}^{n-m-1} c_{k} x^{k} \quad[8,9]$.
Both the terms $q_{k}^{(l)}$ and $e_{k}^{(\ell)}$ contain a factor $x$ now because of the definition of $q_{1}^{(l)}$. Let us now turn to the operator

$$
F(x)=\sum_{k=0}^{\infty} C_{k} x^{k}
$$

We call the series $F$ normal if there exists $x$ in $X$ such that $H_{k}\left(C_{\ell+k-1} x^{\ell+k-1}\right)$ is regular in $Y$ for $l=0,1,2, \ldots$ and $k=1,2, \ldots$
When the series

$$
C_{0}+\sum_{k=1}^{\infty}\left(C_{k} x^{k}-C_{k-1} x^{k-1}\right)
$$

is normal, then a representation of $(P(x), Q(x))$ satisfying (I.3.1) is given by (I.4.3) and (1.4.4). Normality of the series $C_{0}+\sum_{k=1}^{\infty}\left(C_{k} x^{k}-C_{k-1} x^{k-1}\right)$ is equivalent with $H_{k}\left(\Delta C_{\ell+k-1} x^{\ell+k-1}\right)$ being regular in $Y$ for some $x$ in $X$. So normality of the series $C_{0}+\sum_{k=0}^{\infty} \Delta C_{k} x^{k}$ implies regularity of $q_{n, m]}(x)=H_{m}\left(\Delta C_{n} x^{n}\right)$ and thus existence of $\frac{1}{q_{n, m]}} \cdot P_{[n, m]}$.

For a normal series $F$ we can define the abstract $q d$-scheme as follows:

$$
\begin{array}{ll}
\mathrm{E}_{\mathrm{o}}^{(\ell)}=0 & \ell=0,1, \ldots \\
\mathrm{Q}_{1}^{(\ell)}=\left(C_{\ell+1} \mathrm{x}^{\ell+1}\right) \cdot\left(C_{\ell} x^{\ell}\right)^{-1} & \ell=0,1, \ldots \\
\mathrm{E}_{\mathrm{k}}^{(\ell)}=\mathrm{Q}_{\mathrm{k}}^{(\ell+1)}+\mathrm{E}_{\mathrm{k}-1}^{(\ell+1)}-\mathrm{Q}_{\mathrm{k}}^{(\ell)} & \ell=0,1, \ldots \quad \mathrm{k}=1,2, \ldots \\
\mathrm{Q}_{\mathrm{k}+1}^{(\ell)}=\mathrm{Q}_{\mathrm{k}}^{(\ell+1)} \cdot \mathrm{E}_{\mathrm{k}}^{(\ell+1)} \cdot\left(\mathrm{E}_{\mathrm{k}}^{(\ell)}\right)^{-1} & \ell=0,1, \ldots \quad \mathrm{k}=1,2, \ldots
\end{array}
$$

Let us construct the following continued fractions in the Banach algebra $Y$ :

$$
\begin{equation*}
\sum_{k=0}^{n-m} C_{k} x^{k}+\frac{C_{n-m+1} x^{n-m+1}}{I-\frac{Q_{1}^{(n-m+1)}}{I-\frac{E_{1}^{(n-m+1)}}{I-\frac{E_{2}^{(n-m+1)}}{(n-m+1)}}}} \tag{1.7.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\quad \frac{\sum_{k=0}^{n-m-1} C_{k} x^{k}+\frac{C_{n-m} x^{n-m}}{I-\frac{Q_{1}^{(n-m)}}{I-\frac{E_{1}^{(n-m)}}{I-Q_{2}^{(n-m)}}}} 1}{1-\frac{E_{2}^{(n-m)}}{I-\cdots}} \tag{1.7.6}
\end{equation*}
$$

where dividing means multiplying by the inverse element for the multiplication in $Y$. We shall now prove that these continued fracticns are of the same form as in the univariate case where only a factor $x$ remains in $c_{k}^{(l)}$ and $e_{k}^{(l)}$ after division of numerator and denominator and we shall also prove that the convergents of these continued fractions yield our abstract Padé approximants.

Theorem 1.7.3.:

$$
\text { If we write } Q_{k}^{(\ell)}=\frac{N_{q, k, \ell}}{D_{q, k, \ell}} \text { and } E_{k}^{(\ell)}=\frac{N_{e, k \ell \ell}}{D_{e, k \ell \ell}} \text { then } \begin{aligned}
\mathrm{ON}_{\mathrm{q}, \mathrm{k,} \mathrm{\ell}} & =\partial_{\mathrm{q}, \mathrm{k,} \mathrm{\ell}}+1 \\
\mathrm{DN}_{\mathrm{e}, \mathrm{k}, \ell} & =\mathrm{DD}_{\mathrm{e}, \mathrm{k}, \ell}+1
\end{aligned}
$$

Proof:
The proof is by induction.
For $k=1$ we have

$$
\begin{aligned}
& \mathrm{N}_{\mathrm{q}, \mathrm{k}, \ell}=\mathrm{C}_{\ell+1} \mathrm{x}^{\ell+1} \text { and } \mathrm{D}_{\mathrm{q}, \mathrm{k}, \ell}=\mathrm{C}_{\ell} \mathrm{x}^{\ell} \\
& \mathrm{N}_{\mathrm{e}, \mathrm{k}, \ell}=\left(\mathrm{C}_{\ell+1} \mathrm{x}^{\ell+1}\right)^{2}-\mathrm{C}_{\ell} \mathrm{X}^{\ell} \cdot \mathrm{C}_{\ell+2} \mathrm{x}^{\ell+2} \\
& \mathrm{D}_{\mathrm{e}, \mathrm{k}, \ell}=\mathrm{C}_{\ell} \mathrm{x}^{\ell} \cdot \mathrm{C}_{\ell+1} \mathrm{x}^{\ell+1}
\end{aligned}
$$

so that

$$
\begin{aligned}
& \partial \mathrm{N}_{\mathrm{q}, \mathrm{k}, \ell}=\ell+1=\partial \mathrm{D}_{\mathrm{q}, \mathrm{k}, \ell}+1 \\
& \partial \mathrm{~N}_{\mathrm{e}, \mathrm{k}, \ell}=2 \ell+2=\partial \mathrm{D}_{\mathrm{e}, \mathrm{k}, \ell}+1
\end{aligned}
$$

Suppose the theorem holds for $Q_{1}^{(\ell)}, \ldots, Q_{k}^{(\ell)}, E_{1}^{(\ell)}, \ldots, E_{k}^{(\ell)}$; we shall prove it then for $Q_{k+1}^{(\ell)}$ and $E_{k+1}^{(\ell)}$.
Since $Q_{k+1}^{(\ell)}=Q_{k}^{(\ell+1)} \cdot E_{k}^{(\ell+1)} \cdot\left(E_{k}^{(\ell)}\right)^{-1}$, we have

$$
Q_{k+1}^{(\ell)}=\frac{N_{q, k, \ell+1} \cdot N_{e, k, \ell+1} \cdot D_{e, k, \ell}}{N_{e, k, \ell} \cdot D_{q, k, \ell+1} \cdot D_{e, k, \ell+1}}=\frac{N_{q, k+1, \ell}}{D_{q, k+1, \ell}}
$$

Thus $\partial \mathrm{N}_{\mathrm{q}, \mathrm{k}+1, \ell}=\partial \mathrm{N}_{\mathrm{q}, \mathrm{k}, \ell+1}+\partial \mathrm{N}_{\mathrm{e}, \mathrm{k}, \ell+1}+\partial \mathrm{D}_{\mathrm{e}, \mathrm{k}, \ell}=3 \mathrm{D}_{\mathrm{q}, \mathrm{k}+1, \ell}+1$
For $E_{k+1}^{(\ell)}$ the proof is analogous.

Consider now the following descending staircase:

$$
P_{[n-m, 0]}(x) \frac{1}{Q_{[n-m, 0]}(x)}
$$

$P_{[n-m+1, o]}(x) \frac{1}{Q_{[n-m+1, o]}^{(x)}}$

$$
\begin{aligned}
& P_{[n-m+1,1]}(x) \frac{1}{Q_{[n-m+1,1]}(x)} \\
& P_{[n-m+2,1]}(x) \frac{1}{Q_{[n-m+2,1]^{(x)}}}
\end{aligned}
$$

Theoren 1.7.4.:

$$
P_{[n, m]}(x) \cdot \frac{1}{Q_{n, m}(x)} \text { is the }(2 m)^{\text {th }} \text { convergent of the continued fraction (I.7.5). }
$$

Proof:
Let $K_{i+j}=P_{[n-m+i, j]}(x) \frac{1}{Q_{n-m+i, j]}(x)} \quad i+j=0,1, \ldots$
Regularity of the $H_{k}\left(C_{\ell}\right)$ and the $H_{k}\left(\Delta C_{\ell}\right)$ and the use of the formulas
(1.7.1-4) imply that $K_{2 i+1}-K_{2 i}, K_{2 i}-K_{2 i-1}, K_{i+j}-K_{i+j-2}$ are regular.

So it is possible to construct the continued fraction

$$
\begin{aligned}
\sum_{k=0}^{n-m} C_{k} x^{k}+ & \frac{C_{n-m+1} x^{n-m+1}}{1+\frac{K_{1}-K_{2}}{K_{2}-K_{o}}} \\
& \frac{I+\sum_{k=3}^{\infty} \frac{\left(K_{k-1}-K_{k}\right)\left(K_{k-2}-K_{k-3}\right)}{\left(k_{k}-k_{k-2}\right)\left(k_{k-1}-K_{k-3}\right)}}{1}
\end{aligned}
$$

with convergents $K_{o}, K_{1}, K_{2}, \ldots$ where dividing again means multiplying by the inverse element for the multiplication defined in $Y$.

## It is easy to verify that

$$
\frac{K_{1}-K_{2}}{K_{2}-K_{0}}=Q_{1}^{(n-m+1)} \text { and } \frac{\left(K_{2}-K_{3}\right)\left(K_{1}-K_{0}\right)}{\left(K_{3}-K_{1}\right)\left(K_{2}-K_{0}\right)}=E_{1}^{(n-m+1)}
$$

using the representation of $p_{[n-m, 0]}(x), Q_{n-m, 0]}(x), p_{[n-m+1,0]}(x)$, $Q_{[n-m+1,0]}(x), \ldots$ given in $\$ 4$.

Let us denote

$$
\frac{\left(K_{k-1}-K_{k}\right)\left(K_{k-2}-K_{k-3}\right)}{\left(K_{k}-K_{k-2}\right)\left(K_{k-1}-K_{k-3}\right)}
$$

by $A_{k / 2}^{(n-m+1)}$ if $k$ is even and by $B_{(k-1) / 2}^{(n-m+1)}$ if $k$ is odd. We write also $A_{1}^{(n-m+1)}=Q_{1}^{(n-m+1)}$.

If we write down the continued fraction that is the even contraction of (I.7.7) (i.e. a continued fraction having as convergents the $K_{2 k}$ for $k=0,1,2, \ldots$ ) we get

$$
\sum_{k=0}^{n-m} C_{k} x^{k}+\frac{C_{n-m+1} x^{n-m+1}}{I-A_{1}^{(n-m+1)}-\frac{A_{1}^{(n-m+1)} B_{1}^{(n-m+1)}}{I-B_{1}^{(n-m+1)}-A_{2}^{(n-m+1)}-\cdots}}
$$

If we write down the continued fraction that is the odd contraction of (I.7.7) with $n-m$ replaced by $n-m-1$ (i.e. a continued fraction having as
convergents the $P_{[n-m, 0]}(x) \cdot \frac{1}{Q_{[n-m, 0]}^{(x)}}, P_{[n \sim m+1,1]}(x) \cdot \frac{1}{Q_{[n-m+1,1]}^{(x)}}, \cdots$ on the descending staircase (1.7.10), we get

$$
\sum_{k=0}^{n-m-1} C_{k} x^{k}+\frac{C_{n-m} x^{n-m} A_{1}^{(n-m)}}{1-A_{1}^{(n-m)}-B_{1}^{(n-m)}-\frac{B_{1}^{(n-m)} A_{2}^{(n-m)}}{1-A_{2}^{(n-m)}-B_{2}^{(n-m)}}-\ldots}
$$

Because (1.7.8) and (1.7.9) have the same convergents, we have

$$
\begin{array}{ll}
A_{k}^{(n-m+1)} B_{k}^{(n-m+1)}=B_{k}^{(n-m)} A_{k+1}^{(n-m)} & k=1,2, \ldots \\
B_{k-1}^{(n-m+1)}+A_{k}^{(n-m+1)}=B_{k}^{(n-m)}+A_{k}^{(n-m)} & k=1,2, \ldots
\end{array}
$$

if we put $E_{c}^{(n-m+1)}=0$.
So

$$
\begin{aligned}
& A_{k}^{(n-m+1)}=Q_{k}^{(n-m+1)} \quad k=1,2, \ldots \\
& B_{k}^{(n-m+1)}=E_{k}^{(n-m+1)}
\end{aligned}
$$

This completes the proof.

Analogously we can formulate and prove the next theorem.

Theorem 1.7.5.:
$P_{[n, m]}(x) \cdot \frac{1}{Q_{[n, m]}(x)}$ is the $(2 m+1)^{\text {th }}$ convergent of the continued fraction (I.7.6).
This can easily be seen by writing down the continued fraction (1.7.7) with $n-m$ replaced by $n-m-1$; the convergents of this continued fraction are the abstract rational operators on the following descending staircase:
$P_{[n-m-1,0]}(x) \frac{1}{Q n-m-1,0]^{(x)}}$
$P_{[n-m, 0]}(x) \cdot \frac{1}{Q_{[n-m, 0]}(x)} \quad P_{[n-m, 1]}(x) \cdot \frac{1}{Q_{[n-m, 1]^{(x)}}}$

$$
P_{[n-m+1,1]}(x) \cdot \frac{1}{Q n \cdots m+1,1](x)} \quad \cdots
$$

We illustrate the two preceding theorems by means of a simple example.
Again consider

$$
F: C^{\prime}([1, T]) \rightarrow C([1, T]): x(t) \rightarrow e^{x(t)} \frac{d x}{d t}-(1+c)
$$

The unit in the Banach algebra $C([1, T]$ ) is the constant function $x(t)=1$; so we shall write $I=1$. A representant of the $(1,1)$ abstract pade approximant is the second. convergent of the continued fraction (1.7.5):

$$
-(1+c)+\frac{d x}{d t}
$$

$$
1-\frac{Q_{1}^{(1)}}{1}
$$

where $Q_{1}^{(1)}=x(t)$; it is also the third convergent of the continued fraction (1.7.6):

$$
-(1+c)
$$

$1-Q_{1}^{(0)}$

where $Q_{1}^{(0)}=-\frac{d x}{d t} /(1+c)$ and $E_{1}^{(0)}=Q_{1}^{(1)}-Q_{1}^{(0)}$. Indeed these convergents equal $\varepsilon_{2}^{(0)}$.

## § 8. EXISTENCE OF AN IRREDUCIBLE FORM

Let the couple of abstract polymonials $(P(x), Q(x))$ satisfy definition I. 3.3 . For some spaces $X$ and $Y$ a unique irreducible form $\frac{1}{Q_{\star}} P_{\star}$ of the abstract rational operator $\frac{1}{Q} \cdot P$ exists. We give some examples of such spaces $X$ and $Y$.
a) For instance $X=\mathbb{R}^{p}$ or $\mathbb{C}^{p}$ and $Y=\mathbb{R}^{q}$ or $\mathbb{C}^{q}$ with a componentwise multiplication in Y , for every abstract polynomial $\mathrm{V}: \mathrm{X} \rightarrow \mathrm{Y}$ with $D(V) \neq \emptyset$ has a unique prime factorization in the ring of abstract polynomials and thus an irreducible form $\frac{1}{Q_{\star}} \cdot P_{\star}$ of $\frac{1}{Q} \cdot P$ can be found by cancelling as many terms as possible in the unique prime factorization of $P$ or $Q$. What's more, this irreducible form is unique now and all equivalent solutions ( $R, S$ ) have the same irreducible form $\frac{1}{Q_{\star}} \cdot P_{\star}$.
b) Consider a Banach algebra $Z$ with unit $I$, not necessarily commative. Take $a$, a regular element in $Z$.

Now $X=\{\lambda a \mid \lambda \in \Lambda\}$ is a Banach space and $Y=\left\{\sum_{i=0}^{\infty} \lambda_{i} a^{i} \mid \lambda_{i} \in \Lambda\right\}$ is a commutative Banach algebra with unit $I$.

Every nonzero element of $Y$ is regular, for
$y=\sum_{i=0}^{\infty} \lambda_{i} a^{i}$ can be written as $a^{h} \sum_{i=0}^{\infty} \lambda_{i+h} a^{i}$ with $\lambda_{h} \neq 0$ and for every element $\sum_{i=0}^{\infty} \lambda_{i} a^{i}$ with $\lambda_{0} \neq 0$, the inverse element for the multiplication is $\sum_{j=0}^{\infty} \mu_{j} a^{j}$ with

where $I_{k}=\left\{\left(i_{1}, \ldots, i_{k}\right) \in N^{k} \mid i_{1}+\ldots+i_{k}=j-k+1\right.$ and $\left.i_{1} \cdot 1+\ldots+i_{k} \cdot k=j\right\}$ The ring of abstract polynomials is $Y[\lambda]$, the set of all polynomials in $\lambda$ with coefficients in $Y$. Since $Y$ is a field, $Y[\lambda]$ is a principal ideal domain [ 5 pp .152 ] and thus every element in $\mathrm{Y}[\lambda]$ has a unique prime factorization [5 pp. 155]; also every abstract polynomial $V$ with $D(V)=\emptyset$ is identically 0.
Because of the unique prime factorization, an irreducible form $\frac{1}{Q_{*}} \cdot{ }_{*}$ of $\frac{1}{Q} \cdot P$ can be found and because there are no nontrivial abstract polynomials $V$ with $D(V)=\emptyset$, this irreducible form $\frac{1}{Q_{\star}}, P_{\star}$ is unique and is also the irreducible form of $\frac{1}{S}$. $R$ where ( $R, S$ ) is an equivalent solution of (1.3.1).

In the case of these two examples it is even true that the Banach algebra $Y$ does not contain nilpotent elements. Then the only units $V$ in the ring of abstract polynomials are the o-1inear operators $y$ with $y$ a regular element in $Y$, because for a unit $V$ we know that $\frac{1}{V}$ is also an abstract polynomial and $\partial V \leq \partial\left(V \cdot \frac{1}{V}\right)=0$ because of lenma I.2.3. For the sequel of this chapter we will restrict ourselves to Banach spaces $X$ and Banach algebras $Y$ without nilpotent elements such that a unique irreducible form of all solutions of (1.3.1) exists. Then $\partial_{1} P_{*}, \partial_{1} Q_{\star}$ and $\partial_{0} Q_{\star}$ do not depend anymore on the reduced rational form $\frac{1}{Q_{\star}}$. $P_{\star}$ we consider. We can now redefine the ( $n, m$ ) abstract
pade approximant for an operator $F$. Padé approximant for an operator $F$.

Definition I.8.1.:
Let $(P(x), Q(x))$ satisfy definition 1.3 .3 and let
$D(P) \cup D(Q) \neq \emptyset$.
Let $\frac{1}{Q_{\star}} \cdot P_{\star}$ be the irreducible form of $\frac{1}{Q} \cdot P$.
a) If $Q_{\star}(0)=I$, we call $\frac{1}{Q_{\star}} \cdot P_{\star}$ the normalized ( $n, m$ ) abstract Padé-approximant for $F$ (normalized ( $n, m$ ) APA).
b) If $0 \notin D\left(Q_{\star}\right)$, we call $\frac{1}{Q_{\star}} \cdot P_{\star}$ the ( $n, m$ ) abstract Padé-approximant for $F((n, m) A P A)$.

In definition $I .8 .1$ a) the units are fixed by the nomalization $Q_{\star}(O)=I$ and in definition 1.8 .1 b ) the ( $\mathrm{n}, \mathrm{m}$ ) APA is only unique up to units.
If for all the solutions $(P, Q)$ of (1.3.1), $D(P) \cup D(Q)=\varnothing$, then we shall call the ( $n, m$ ) APA undefined.
When a unique irreducible form of the solutions of (1.3.1) exists, more detailed information about the covariance of abstract Pade approximants can be given.
Let us take a look at the reciprocal covariance. If $O \in D(F)$ and if in addition $\mathrm{D}\left(\mathrm{T}_{\mathrm{t}_{0}}\right) \neq \emptyset$, then


$$
0 \notin D\left(Q_{\star}\right)=0 \notin \mathrm{D}\left(\mathrm{P}_{\star}\right)
$$

because if $\partial_{0} Q_{\star}>0$ also $\partial_{0} P_{\star}>0$ (theorem $I .5 .1$ b)) and if $B_{\star 0}$ is not regular in $Y$ also $A_{\star_{0}}$ is not regular in $Y\left(C_{0} \cdot B_{\star 0}=A_{\star 0}\right)$. So the normalized ( $n, m$ ) APA for $F$ is transformed into the nomnalized ( $\mathrm{n}, \mathrm{m}$ ) APA for $\frac{1}{\mathrm{~F}}$ and the ( $\mathrm{n}, \mathrm{m}$ ) APA for $F$ is transformed into the $(n, m)$ APA for $\frac{1}{F}$, if $\mathrm{D}\left(\mathrm{T}_{\mathrm{t}_{0}}\right) \neq \emptyset$.

Let us take a look at the covariance property I.6.2. If $O \in D(C . F+d)$ and if in addition (a.d-b.c) is regular in $Y$, then $\frac{1}{\left(c . P_{\star}+d . Q_{\star}\right)} \cdot\left(a \cdot P_{\star}+b \cdot Q_{\star}\right)$ is the irreducible form of $\frac{1}{(c . P+d . Q)} \cdot(a . P+b . Q)$. If $D\left(T_{t_{0}}\right) \neq \emptyset$, als $o$

$$
0 \in D\left(Q_{\star}\right)=0 \in D\left(c \cdot P_{\star}+\mathrm{d} \cdot \mathrm{Q}_{\star}\right)
$$

because $\left(c \cdot P_{\star}+d \cdot Q_{\star}\right)(0)=\left(c \cdot C_{0}+d\right) \cdot B_{\star 0}$, and

$$
0 \notin D\left(Q_{\star}\right)=0 \notin D\left(c \cdot P_{\star}+d_{\star} \cdot Q_{\star}\right)
$$

because for $\partial_{0} Q_{*}>0$ also $a_{0} P_{*}>0$ (theorem 1.5 .1 b ) ) and if $B_{* 0}$ is not regular in $Y$ also $\left(c \cdot P_{\star}+d . Q_{\star}\right)(0)=c \cdot A_{\star_{0}}+d \cdot B_{\star 0}=\left(c \cdot C_{0}+d\right) \cdot B_{\star 0}$ is not regular in Y. So the normalized $(n, m)$ APA for $F$ is transformed into the normalized ( $n, m$ ) APA for $\frac{1}{c . F+d}$. (a. $F+b$ ) and the $(n, m)$ APA for $F$ is transformed into the ( $n, m$ ) APA for $\frac{1}{c, \bar{F}+d} \cdot(a \cdot F+b)$, if $D\left(T_{t_{0}}\right) \neq \emptyset$ and (a.d-b.c) is regular in $Y$.

Let us take a look at the covariance property I.6.3. Because here $S_{\star}(0)=Q_{\star}(0)$, automatically the normalized ( $n, m$ ) APA is transformed into the normalized ( $n, m$ ) APA and the ( $n, m$ ) APA is transformed into the ( $n, m$ ) APA.
From now on we shall often consider the normalized ( $n, m$ ) APA to be a special case of the ( $n, m$ ) APA and not mention the specification normalized.

## § 9. FINITE DIMENSIONAL SPACES

a) When $X=\mathbb{R}=Y(\Lambda=\mathbb{R})$, then the definition of abstract Pade approximant is precisely the classical definition of univariate Pade approximant. $F$ is now a real-valued function of one real variable, with a Taylor series development $\sum_{k=0}^{\infty} c_{k} x^{k}$ where $c_{k}=\frac{1}{k!} \mathrm{F}^{(\mathrm{k})}(0)$ is a real number.
The $k$-linear and bounded operators $C_{k}$ are $C_{k} x^{k}=c_{k} \cdot \underbrace{x \ldots x}_{k}$
The $j$-1inear and bounded operators $B_{j} x^{j}=b_{j} \cdot \underbrace{x \ldots x}_{j}$ for $j=n m, \ldots, n m+m$ such that

$$
\left\{\begin{array}{l}
c_{n+1} \cdot b_{n m}+\ldots+c_{n+1-m} \cdot b_{n m+m}=0 \\
\vdots \\
c_{n+m} \cdot b_{n m}+\ldots+c_{n} \cdot b_{n m+m}=0
\end{array}\right.
$$

are a solution of (I.4.2).
The $i$-linear and bounded operators $A_{i} x^{i}=a_{i} \cdot \underbrace{x \ldots x}_{i}$ for $i=n m, \ldots n m+n$ such that

$$
\left\{\begin{array}{l}
c_{0} \cdot b_{n m}=a_{n m} \\
c_{1} \cdot b_{n m}+c_{0} \cdot b_{n m+1}=a_{n m+1} \\
\vdots \\
c_{n} \cdot b_{n m}+\ldots+c_{0} \cdot b_{n m+n}=a_{n m+n}
\end{array}\right.
$$

are a solution of (I.4.1).
The irreducible form
$\frac{1}{Q_{\star}(x)} \cdot P_{\star}(x)$ of $\frac{1}{Q(x)} \cdot P(x)=\frac{1}{\sum_{j=n m}^{n+m} b_{j} x^{j}} \cdot \sum_{i=n m}^{n m+n} a_{i} x^{i}$ such that $Q_{\star}(0)=1$,
is also the irreducible form $\frac{1}{Q_{\star}(x)} \cdot P_{\star}(x)$ of $\frac{\sum_{i=n m}^{i m} a_{i} x^{i-n m}}{\sum_{j=n m}^{n+m} b_{j} x^{j-n m}}$ with $Q_{\star}(0)=1$.
b) If $X=\mathbb{R}^{p}$ and $Y=\mathbb{R}(\Lambda=\mathbb{R})$, then $F$ is a real-valued function of $p$ real variables. Now $L\left(X^{k}, Y\right)$ is isomorphic with $\mathbb{R}^{p^{k}}$. More about multivariate Padé approximants can be found in chapter II.
c) If $X=\mathbb{R}^{p}$ and $Y=\mathbb{R}^{q}(\Lambda=\mathbb{R})$, then $F$ is a system of $q$ real-valued functions in p real variables. Now $L(X, Y)$ is isomorphic with $\mathbb{R}^{q \times p}$ and $L\left(X^{k}, Y\right)$ isomorphic with $\mathbb{R}^{\mathrm{qxp}}{ }^{k}$. An element of $\mathbb{R}^{q \times p^{k}}$ is represented by a row of $\mathrm{p}^{k-1}$ matrices (blocks), each containing $q$ rows and $p$ columns [41]. For a $k$-linear and bounded operator $C_{k}=$ $\left(c_{i_{1}} \ldots i_{k+1}\right)$ we have
$i_{1}=$ row-index in the block
$i_{2} \ldots i_{k}=$ number of the block (the most right index grows the fastest)
$i_{k+1}=$ column-index in the block.
So $C_{k}=\left(c_{i_{1}} \ldots i_{k+1}\right)$ looks like

$$
\left(\begin{array}{c|cccc|c}
c_{1 i_{2}} \ldots i_{k} 1 & \cdots & c_{1 i_{2}} \ldots & i_{k} p & \\
c_{q i_{2}} \ldots i_{k} 1 & \cdots & c_{q i_{2}} & \ldots & i_{k} p &
\end{array}\right)
$$

and an evaluation $\left(c_{i_{1}} \ldots i_{k+1}\right)\left(\begin{array}{c}x_{1} \\ \vdots \\ x_{p}\end{array}\right)$ is performed like

$$
\left(\left.\begin{array}{l|lll|l}
\sum_{j=1}^{p} c_{1 i_{2}} \ldots i_{k} j & x_{j} \\
\vdots & & \\
\sum_{j=1}^{p} c_{q i_{2}} \ldots i_{k} j & x_{j}
\end{array} \right\rvert\, \cdots\right)
$$

Thus the result of one evaluation is a hypermatrix containing $q$ rows of $p^{k-1}$ numbers, i.e. a row of $p^{k-2}$ matrices (blocks) each contaning $q$ rows and $p$ columns; in other words the result of one evaluation is a ( $k-1$ )-1inear and bounded operator.
The abstract polynomials ( $\mathrm{P}, \mathrm{Q}$ ) satisfying definition 1.3 .3 now have for each of the $q$ components the form of the multivariate polynomials in b). More about the solution of a system of nonlinear equations in $p$ real variables by means of abstract pade approximants, can be found in chapter III.

Let $R_{n, m}$ denote the (normalized) ( $n, m$ ) APA for $F$ if it is not undefined. The $R_{n, m}$ can be ordered for different values of $n$ and $m$ in a table:

$$
\begin{array}{cccc}
\mathrm{R}_{0,0} & \mathrm{R}_{0,1} & \mathrm{R}_{0,2} & \cdots \\
\mathrm{R}_{1,0} & \mathrm{R}_{1,1} & \mathrm{R}_{1,2} & \cdots \\
\mathrm{R}_{2,0} & \mathrm{R}_{2,1} & \cdots & \\
\mathrm{R}_{3,0} & \vdots & & \\
\vdots & & &
\end{array}
$$

Gaps can occur in this table because of undefined elements.
We will now prove that the abstract Padé table consists of squares of equal elements under the following condition, numbered (T.10.1).
Let $(P, Q)$ be a solution of ( $I \cdot 3.1$ ). Let $R_{n, m}=\frac{1}{Q_{\star}}, P_{\star}$ and $T(x)=\sum_{k=t_{0}}^{\partial T} T_{k} x^{k}$.
We need a solution ( $P, Q$ ) where

$$
\begin{equation*}
D\left(T_{t_{0}}\right) \neq \varnothing \tag{1.10.1}
\end{equation*}
$$

to be able to prove the block-structure of the Pade table. For every ( $n, m$ ) where this condition is not satisfied the block-structure may be disturbed. An example of this phenomenon will be given after theorem $1,10.1$. First of all we shall prove the following lemma which we shall frequently use in the next proofs.

Lemma I. 10.1.:

Take $x_{0}$ in $X, x_{o} \neq 0$. For every $n$ in $\mathbb{N}$, there exists $D_{n}$ in $L\left(X^{n}, Y\right)$ such that $D_{n} x_{0}^{n}=I$.

Proof:
Let $n=1$.
Take $x_{0}$ in $x, x_{0} \neq 0$ and define the linear functional [ 41 pp .34 ]
$\mathrm{f}: \mathrm{M}=\left\{\lambda \mathrm{X}_{\mathrm{o}} \mid \lambda \in \Lambda\right\} \rightarrow \Lambda: \lambda \mathrm{X}_{\mathrm{O}} \rightarrow \lambda$.
Now $\left|f\left(\lambda x_{0}\right)\right|=|\lambda|=\frac{\left\|\lambda x_{0}\right\|}{\left\|x_{0}\right\|}$.
Define the norm $p(x)=\frac{\|x\|}{\left\|x_{0}\right\|}$ on $x$. So $|f(x)| \leq p(x)$ for every $x$ in $M$.
By the functional analysis theorem of Hahn-Banach [43 pp. 57$]$
this linear functional $f$ can be extended to a linear functional
$\tilde{f}: X \rightarrow \Lambda$ such that $\tilde{f}(x)=f(x)$ for every $x$ in $M$ and such that $|\tilde{f}(x)| \leq p(x)$ for every $x$ in $X$. We now define $D_{1}: X \rightarrow Y: x \rightarrow \tilde{f}(x) . I$.
Clearly $D_{1} \in L(X, Y)$ and $D_{1} x_{0}=I$ since $\tilde{f}\left(x_{0}\right)=f\left(x_{0}\right)=1$.
If $D_{n-1} \in L\left(X^{n-1}, Y\right)$ with $D_{n-1} x_{o}^{n-1}=I$ then we can define for $x$ in $X: D_{n} x=\tilde{f}(x) \cdot D_{n-1}$ and so $D_{n} \in L\left(X^{n}, Y\right)$. Now $D_{n} x_{0}^{n}=\tilde{f}\left(x_{0}\right) \cdot D_{n-1} x_{0}^{n-1}=1$.

This lemma implies that for $x_{0} \neq 0$ and $n$ given, we can always find $D_{n}$ in $L\left(X^{n}, Y\right)$ with $x_{0} \in D\left(D_{n}\right)$.

Theorem 1. 10.1.:
Let $\frac{1}{Q_{\star}} \cdot P_{\star}=R_{n, m}$ for $F$. Let (I.10.1) be satisfied,
Then a) $\partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=\partial_{0} Q_{\star}+\partial_{1} P_{\star}+\partial_{1} Q_{\star}+t+1$ with $t \geq 0$
b) $n \leq \partial_{1} P_{\star}+t$ and $m \leq \partial_{1} Q_{*}+t$
c) if $\partial_{0} Q_{\star} \leq \partial_{1} P_{\star} \cdot \partial_{1} Q_{\star}$ then for all integers $i, j$ satisfying $\partial_{1} P_{\star} \leq i \leq \partial_{1} P_{\star}+t$ and $\partial_{1} Q_{\star} \leq j \leq \partial_{1} Q_{\star}+t: R_{i, j}=R_{n, m}$.

Proof:
a) In theorem I. 5.4 b) we proved that
$\left(F \cdot Q_{\star}-P_{\star}\right)(x)=O\left(x \partial_{0} Q_{\star}+\partial_{1} P_{\star}+\partial_{1} Q_{\star}+1\right.$,
in other words that $a_{0}\left(F \cdot Q_{\star}-P_{\star}\right) \geq a_{0} Q_{\star}+a_{1} P_{\star}+a_{1} Q_{\star}+1$.
Write $\partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=\partial_{0} Q_{\star}+\partial_{1} P_{\star}+\partial_{1} Q_{\star}+t+1$ with $t \geq 0$.
b) Suppose $n>\partial_{1} P_{\star}+t$ or $m>a_{1} Q_{*}+t$.

Then for every $r, 0 \leq r \leq \min \left(n-a_{1} P_{\star}, m-a_{1} Q_{\star}\right)$ and for
every $T_{n m-\partial_{0} Q_{*}+r}$ in $L\left(X^{n m-a_{0} Q_{*}+r}, Y\right)$ with
$D\left(T_{n m-o_{0} Q_{\star}+r}\right) \neq \emptyset$ we have
$\partial_{0}\left[T_{n m-\partial_{0} Q_{\star}+r} \cdot\left(F \cdot Q_{\star}-P_{\star}\right)\right]=\left(n m-a_{0} Q_{\star}+r\right)+\left(a_{0} Q_{\star}+a_{1} P_{\star}+\partial_{1} Q_{\star}+t+1\right)<n m+n+m+1$
This is in contradiction with theorem I.5.3.
c) Let $s=\min \left(i-\partial_{1} P_{*}, j-\partial_{1} Q_{\star}\right)$.

Since $\partial_{0} Q_{\star} \leq a_{1} P_{\star} \cdot \partial_{1} Q_{\star}$, we know that $i . j-a_{0} Q_{\star}+s \geq 0$.
Take $D_{S}$ in $L\left(X^{i . j-a_{o} Q_{\star}+s}, Y\right)$ with
$D\left(D_{s}\right) \cap\left(D\left(P_{\star}\right) \cup D\left(Q_{\star}\right)\right) \neq \emptyset$
which is possible because of lemma I. 10.1.
For $P_{1}=P_{\star} \cdot D_{s}$ and $Q_{1}=Q_{\star} \cdot D_{s}$ we have
$\left\{\begin{array}{l}a_{0} P_{1} \geq a_{0} P_{\star}+\left(i . j-a_{0} Q_{\star}+s\right) \geq i . j \\ a_{0} Q_{1} \geq a_{0} Q_{\star}+\left(i . j-a_{0} Q_{\hbar}+s\right) \geq i . j\end{array}\right.$
$\left\{\begin{array}{l}\partial P_{1} \leq\left(\partial_{1} P_{*}+\partial_{0} Q_{\star}\right)+\left(i . j-\partial_{0} Q_{\star}+s\right) \leq i . j+i \\ \partial Q_{1} \leq\left(\partial_{1} Q_{*}+\partial_{0} Q_{\hbar}\right)+\left(i . j-\partial_{0} Q_{\star}+s\right) \leq i . j+j\end{array}\right.$
and $\left(F \cdot Q_{1}-P_{1}\right)(x)=O\left(x^{i \cdot j+\partial_{1} P_{\star}+\partial_{1} Q_{\star}+S+t+1}\right)$
Since $i \leq \partial_{1} P_{\star}+t$ and $j \leq \partial_{1} Q_{\star}+t$ we know that
$i \cdot j+i+j+1 \leq i . j+a_{1} p_{\star}+a_{1} Q_{\star}+s+t+1$.
So $\left(F \cdot Q_{1}-P_{1}\right)(x)=O\left(x^{i \cdot j+i+j+1}\right)$.

Remark the fact that if one element of a square in the abstract Pade table is defined, all the elements of the same square are because of the constructive proof of theorem I. 10.1 c ). Also if one element of a square is a normalized APA, then all the elements of the same square are.
We now give an example where the block-structure is disturbed because (1.10.1) is not satisfied.
Take $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}:\binom{x}{y}+\binom{1+\frac{y}{1+y^{2}}}{1-\cos x}=\binom{1+\sum_{k=0}^{\infty}(-1)^{k} y^{2 k+1}}{\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{(2 k)!} x^{2 k}}$

Now for $a 11 h>0: R_{h, 1}=R_{h, 0}$. We shall explain this.
For $h$ even:
$B_{h}\binom{x}{y} h=\binom{0}{(-1)^{\frac{h}{2}} \frac{x^{h}}{h!}}, \quad B_{h+1}\binom{x}{y}^{h+1}=\binom{(-1)^{\frac{h}{2}} y^{1+1}}{0}$,
$A_{h}\binom{x}{y}^{h}=0 \quad, \quad A_{h+1}\binom{x_{x} h+1}{y}^{\frac{h}{2}}=\binom{(-1)^{h+1} y^{h+1}}{0}$
and
$A_{h+\ell}\binom{x}{y}^{h+\ell}=\left(\begin{array}{cc}(-1)^{\frac{h+\ell+2}{2}} & y^{h+\ell} \\ (-1)^{\frac{h+\ell+2}{2}} & \frac{x^{h+\ell}}{h!\ell!}\end{array}\right) \quad$ for $\ell$ even and $2 \leq \ell \leq h$
$A_{h+\ell}\left(x_{y}^{x}\right)^{h+\ell}=0$ for $\ell$ odd and $3 \leq \ell<h$
are a solution of (1.4.1) and (1.4.2).

For $h$ odd:
$B_{h}\left(\begin{array}{l}x, h\end{array}\right)^{h}=\binom{(-1)^{\frac{h-1}{2}} y^{h}}{0}, \quad B_{h+1}\binom{x}{y}^{h+1}=\binom{0}{(-1)^{\frac{h+3}{2}} \frac{x^{h+1}}{(h+1)!}}$,

and
$A_{h+\ell}\left(y_{y}^{x}\right)^{h+\ell}=0$ for $\ell$ even and $2 \leq \ell<h$
$\left.A_{h+\ell}\binom{x, h+\ell}{y}^{(-1)^{\frac{h+\ell-2}{2}} y^{h+\ell}} \begin{array}{c}(-1)^{\frac{h+\ell}{2}} \frac{x^{h+\ell}}{(h+1)!(\ell-1)!}\end{array}\right) \quad$ for $\ell$ odd and $3 \leq \ell \leq h$
are a solution of (1.4.1) and (1.4.2).

For all $h$ numerator and denominator of the solution have been devided by $B_{h}\binom{x}{y}^{h}+B_{h+1}\binom{x}{y}^{h+1}$ to get the irreducible form $R_{h, 1}$. Now $D\left(B_{h}\right)=\emptyset$ and $D\left(B_{h+1}\right)=\emptyset$ and we cannot find $T_{h}$ in $L\left(X^{h}, Y\right)$ or $T_{h+1}$ in $L\left(X^{h+1}, Y\right)$ such that:

$$
\begin{aligned}
& \left(P_{\star} \cdot T_{h}, Q_{\star} \cdot T_{h}\right) \text { satisfies }(I .4 .1) \text { and }(1.4 .2) \text { and } D\left(T_{h}\right) \neq \emptyset \\
& \text { or } \\
& \left(P_{\star} \cdot T_{h+1}, Q_{\star} \cdot T_{h+1}\right) \text { satisfies }(1.4 .1) \text { and }(T .4 .2) \text { and } D\left(T_{h+1}\right) \neq \emptyset
\end{aligned}
$$

So (I.10.1) is not satisfied for the normalized ( $\mathrm{h}, 1$ ) APA. Other examples where (1.10.1) is not satisfied will be discussed in the next paragraph.
§ 11. REGULARITY AND NORYALITY

### 11.1. Definitions

Regularity and normality are also defined exactly as in the case of univariate pade approximants.

Definition I.11.1.:
The ( $n, m$ ) APA $\frac{1}{Q_{\star}} \cdot P_{\star}$ for $F$ is called regular if

$$
\left(F \cdot Q_{\star}-P_{\star}\right)(x)=O\left(x^{\partial_{0} Q_{\star}+n+m+t+1}\right) \text { with } t \geq 0
$$

Definition I.11.2.:
The ( $n, m$ ) APA $\frac{1}{Q_{\star}} \cdot P_{\star}$ for $F$ is called normal if it occurs only once in the abstract Pade-table.

Clearly the elements in the first column of the Pade table are regular because the ( $n, 0$ ) APA is the $n^{\text {th }}$ partial sun of the Taylor series development of $F$ and $(F \cdot Q-P)(x)=O\left(x^{n+1}\right)$. If $C_{0}=F(O)$ is regular in $Y$ then also the first row of the Padé table consists of regular abstract Padé approximants.

### 11.2. Nomality

The following theorem makes clear that, under the assumption of (1.10.1), normality is stronger than regularity.

Theorem 1.11.1.:

Let (I, 10.1) be satisfied and let $\partial_{0} Q_{\star} \leq a_{1} P_{*} \cdot \partial_{1} Q_{\star}$. The ( $n, m$ ) APA $\frac{1}{Q_{*}}$, $P_{\star}$ for $F$ is normal if and only if $\partial_{1} P_{\star}=n$ and $\partial_{1} Q_{\star}=m$ and $\partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=\partial_{0} Q_{\star}+n+m+1$.

Proof: $\quad=$
Since $R_{n, m}$ is normal, $t=0$ in theorem $I, 10.1 \mathrm{c}$ ).
According to theorem $I \cdot 10.1$ b) we have $n \leq a_{1} P_{*}$ and $m \leq a_{1} Q_{\star}$.
Because of theorem $I .5 .2 \mathrm{~b}$ ) we also have $\partial_{1} \mathrm{P}_{\star} \leq n$ and $\partial_{1} Q_{\star} \leq m$.
So $n=a_{1}{ }^{*}$ and $m=a_{1} Q_{*}$.
According to theorem I. 10.1 a) we then have
$a_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=a_{0} Q_{\star}+n+m+1$
$*$
The proof goes by contraposition.
Suppose we can find $i, j$ with $i>n$ or $j>m$ and such that $R_{i, j}=R_{n, m}$ (because of theorem $I .10 .1 \mathrm{c}$ ) we have in any case that $n \leq i$ and $m \leq j$ ). For every integer $s$ and for every
$D_{s}$ in $L\left(X^{i . j+s-\partial_{O} Q_{\star}}, Y\right)$ with $D\left(D_{s}\right) \cap\left(D\left(P_{\star}\right) \cup D\left(Q_{\star}\right)\right) \neq \emptyset$ and with
$I\left(F \cdot Q_{\star}-P_{\star}\right) \cdot D_{S} I(x)=O\left(x^{i \cdot j+i+j+1}\right)$, we have
i. $j+i+j+1 \leq i . j+n+m+s+1$
because $\partial_{0}\left[\left(F \cdot Q_{\star}-P_{\star}\right) \cdot D_{s}\right]=i \cdot j+n+m+s+1$.
So $s>i-n$ or $s>j-m$. This is in contradiction with
theorem I.5.3.

Because of the formulas ( 1.4 .3 ) and (I.4.4) we have for $p_{[n, m]}$ and $Q_{n, m]}$ :

$$
\begin{aligned}
& B_{n \cdot m+m} x^{n \cdot m+m}=(-1)^{m} H_{m}\left(C_{n-m+2} x^{n-m+2}\right) \\
& A_{n \cdot m+n} x^{n \cdot m+n}=H_{m+1}\left(C_{n-m} x^{n-m}\right) \\
& B_{n \cdot m} x^{n \cdot m}=H_{m}\left(C_{n-m+1} x^{n-m+1}\right) \\
& \left(F \cdot Q_{[n, m]}-P_{[n, m]}\right)(x)=(-1)^{m} H_{m+1}\left(C_{n-m+1} x^{n-m+1}\right)+\ldots
\end{aligned}
$$

The following theorem is also a generalization of a well-known classical result which states that nomality is equivalent with the non-triviality of 4 determinants.

## Theorem 1.11.2.:

Let $\partial_{0} Q_{\star} \leq \partial_{1} P_{\star} \cdot \partial_{1} Q_{\star}$. If $D\left(P_{[n, m]}\right) \cup D\left(Q_{\{n, m]}\right) \neq \emptyset$ and if $T(x)=T_{m-\partial_{0} Q_{*} x^{n m-\partial_{0} Q_{*}}, ~}^{n}$ then the $(n, m)$ APA $\frac{1}{Q_{\star}} \cdot P_{\star}$ for $F$ is normal if and only if

$$
\begin{aligned}
& H_{m}\left(C_{n+1-m} x^{n+1-m}\right) \neq 0 \\
& H_{m}\left(C_{n+2-m} x^{n+2-m}\right) \neq 0 \\
& H_{m+1}\left(C_{n-m} x^{n-m}\right) \neq 0 \\
& H_{m+1}\left(C_{n+1-m} x^{n+1-m}\right) \neq 0
\end{aligned}
$$

Proof:
Since $Q_{[n, m]}=Q_{\star} \cdot T$ we have
$\partial_{0} Q=\partial_{0} Q^{2}+t_{0}=\partial_{0} Q^{2}+\left(n m-\partial_{0} Q_{\star}\right)=n m$ and so $H_{m}\left(C_{n+1-m} x^{n+1-m}\right) \neq 0$.
Suppose $H_{m}\left(C_{n+2-m} x^{n+2-m}\right) \equiv 0$.
Then $\partial_{1} Q_{*}=\partial Q_{*}-a_{0} Q_{*}$
$\leq \partial 9_{n, m)}-t_{0}-a_{0} Q$ because of lemma 1.2 .3
$<n m+m-t_{0}-\partial_{0} Q^{*}$
$=m$ because $t_{0}=n m-\partial_{0} Q_{\star}$.
Suppose $H_{m+1}\left(C_{n-m} x^{n-m}\right) \equiv 0$
Then $\partial_{1} P_{\star}=\partial P_{\star}-a_{0} Q_{\star}$
$\leq \partial \mathrm{P}_{[\mathrm{n}, \mathrm{m}]}-\mathrm{t}_{\mathrm{o}}-\mathrm{a}_{0} \mathrm{Q}_{\star}$ because of lemma 1.2 .3
$<n m+n-t_{0}-\partial_{0} Q_{k}$
$=n$ because $t_{0}=n m-\partial_{0} Q_{\star}$.
These conclusions contradict the normality of $\frac{1}{Q_{\star}} \cdot P_{*}$
Because $D(T) \neq \emptyset$ we have $\partial_{0}\left(F \cdot Q_{[n, m]}-P_{[n, m]}\right)=\partial_{o}\left(F \cdot Q_{\star}-P_{\star}\right)+\left(n m-\partial_{0} Q_{\star}\right)$
$=n m+n+m+1$
and so $H_{m+1}\left(C_{n+1-m} x^{n+1-m}\right) \not \equiv 0$.
$=$
Since $\partial P_{[n, m]}=n m+n$ and $P_{[n, m]}=P_{\star} \cdot T$ we have $\partial P_{\star}=n m+n-\left(n m-\partial_{0} Q_{\star}\right)$ and so $\partial_{1} P_{\star}=n$.
Since $\partial Q_{[n, m]}=n m+m$ and $Q_{[n, m]}=Q_{\star} \cdot T$ we have $\partial Q_{\star}=n m+m-\left(n m-a_{0} Q_{\star}\right)$
and so $\partial_{1} Q_{k}=m$.
Because $D(T) \neq \emptyset$ we have $\partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=\partial_{0}\left(F \cdot Q_{n, m]}-P_{[n, m]}\right)-\left(n m-\partial_{0} Q_{\star}\right)$
$=\partial_{0} Q_{k}+n+m+1$.
So $\frac{1}{Q_{\star}} \cdot P_{\star}$ is normal.

### 11.3. Requiarity

The following theorem is a criterion for regularity.

Theorem I.11.3.:
The ( $n$, m) APA $\frac{1}{Q_{\star}} \cdot P_{\star}$ for $F$ is regular if (I.10.1) is satisfied with $t_{0}=n m-\partial_{0} Q_{\star}$.
Proof:

$$
\begin{aligned}
& \text { Since }(P, Q)=\left(P_{\star} \cdot T, Q_{\star} \cdot T\right) \text { satisfies }(I \cdot 4.1) \text { and }(I \cdot 4.2) \text {, we } \\
& \text { have } \partial_{0}(F \cdot Q-P) \geq n \cdot m+n+m+1 \text {. } \\
& \text { Because } D\left(T_{\left.n m-a_{0} Q_{\star}\right) \neq \emptyset \text {, we can conclude that }}^{\partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=\partial_{0}(F \cdot Q-P)-\left(n m-z_{0} Q_{\star}\right) \geq \partial_{0} Q_{\star}+n+m+1 \text {. }}\right. \text {. }
\end{aligned}
$$

The following example illustrates that if the ( $n, m$ ) APA is regular, we do not necessarily have that $D\left(T_{t_{0}}\right) \neq \varnothing$ or $t_{0}=n m-\partial_{0} Q_{\star}$.
Consider
$F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}:\binom{x}{y} \rightarrow\binom{\frac{x e^{x}-y e^{y}}{x-y}}{1+\frac{x}{0.1-y}+\sin (x y)}=\binom{\sum_{i=0}^{\infty} \frac{1}{(i+j)!} x^{i} y^{j}}{1+\sum_{k=0}^{\infty}\left(10^{k+1} x y^{k}+(-1)^{k} \frac{(x y)^{2 k+1}}{(2 k+1)!}\right)}$
The ( 1,1 ) APA is $\binom{\frac{x+y+0.5\left(x^{2}+3 x y+y^{2}\right)}{x+y-0.5\left(x^{2}+x y+y^{2}\right)}}{\frac{1+10 x-10.1 y}{1-10.1 y}}$.

The $(1,1)$ APA is regular since $\partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=3=\partial_{0} Q_{\star}+n+m+1$ with $\partial_{0} Q_{\star}=0$. Now $T\binom{x}{y}=\binom{1}{10 x}$. So $T_{t_{0}}\binom{x}{y}^{t_{o}}=\binom{1}{0}$ with $t_{o}=0$.

### 11.4. Mumerical examples

Let us now illustrate these results by some numerical examples. Take

$$
F: \begin{aligned}
\mathbb{R}^{2} \rightarrow \mathbb{R}:\binom{x}{y} & +1+\frac{x}{0.1-y}+\sin _{\infty}^{\infty}(x y) \\
& =1+10 x+101 x y^{+} \sum_{k=3} 10^{k} x y^{k-1}+\sum_{k=1}^{\infty}(-1)^{k} \frac{(x y)^{2 k+1}}{(2 k+1)!}
\end{aligned}
$$

Clearly $D\left(\mathrm{~T}_{\mathrm{t}_{\mathrm{o}}}\right) \neq \emptyset$ for all $\mathrm{R}_{\mathrm{n}, \mathrm{m}}$.
The $(1,1)$ APA is $\frac{1+10 x-10.1 y}{1-10 \cdot 1 y}$ with
$\partial_{0} Q_{\star}=0, \partial_{1} P_{\star}=1, \partial_{1} Q_{\star}=1, \partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=3$.
So it is a normal element in the abstract Padé-table.
The $(3,1)$ APA is $\frac{1+10 x-10 y+x y-10 x y^{2}}{1-10 y}$ with
$\partial_{0} Q_{\star}=0, a_{1} P_{\star}=3, a_{1} Q_{\star}=1, \partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=6$ and $t_{0}=3$.
So it is a regular element in the abstract Pade-table and we have the
following square of equal elements: $R_{3,1}=R_{3,2}=R_{4,1}=R_{4,2}$.
The $(1,2)$ APA is $\frac{x-1.01 y+10 y^{2}+10 x^{2}-20.2 x y}{x-1.01 y+10 y^{2}-10.1 x y+2.01 x y^{2}}$ with
$\partial_{0} Q_{\star}=1, \partial_{1} P_{\star}=1, \partial_{1} Q_{\star}=2, \partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=5$.
So it is also a normal element.
The $(3,3)$ APA is
$\frac{y+\frac{201}{6} \cdot 10^{-5} x^{2}+10 y(x-y)+x y^{2}(1-10 y)+\frac{1}{600} x^{2}(2.01 x-y)+\frac{1}{60} x^{2} y(1.0301 x-y)}{y+\frac{201}{6} \cdot 10^{-5} x^{2}-10 y^{2}-\frac{1}{600} x^{2} y-\frac{1}{60} x^{2} y^{2}}$
with $\partial_{0} Q_{\star}=1, \partial_{1} P_{\star}=3, \partial_{1} Q_{\star}=3, \partial_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=8$ and thus it is also
a normal element in the abstract Padé-table.
§ 12. PROJECIION PROPERTY AND PRODUCT PROPERTY

Consider Banach spaces $X_{i}, i=1, \ldots, p<\infty$.

The space $X=\prod_{i=1}^{p} X_{i}$, normed by one of the following Minkowski-norms

$$
\begin{aligned}
& \|x\|_{q}=\left(\sum_{i=1}^{p}\left\|x_{i}\right\|_{(i)}^{q}\right)^{1 / q} \\
& \|x\|_{1}=\sum_{i=1}^{p}\left\|x_{i}\right\|_{(i)} \\
& \|x\|_{\infty}=\max \left(\left\|x_{1}\right\|_{(1)}, \ldots,\left\|x_{p}\right\|_{(p)}\right)
\end{aligned}
$$

where $\left\|x_{i}\right\|(i)$ is the norm of $x_{i}$ in $X_{i}$ and $x=\left(x_{1}, \ldots, x_{p}\right)$, is also a Banach space. We introduce the following notations

$$
\begin{aligned}
& j_{\tilde{x}}=\left(x_{1}, \ldots, x_{j-1}, 0, x_{j+1}, \ldots, x_{p}\right) \\
& x_{x_{j}},=\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{p}\right)
\end{aligned}
$$

Theorem I.12.1.:
Let $X=\prod_{i=1}^{p} X_{i}$ and $\frac{1}{Q_{\star}} \cdot P_{\star}$ be the ( $n, m$ ) APA for $F: X \rightarrow Y$ and $j \in\{1, \ldots, p\}$.
Let (I.10.1) be satisfied.
If $S\left(x_{f_{j}}\right):=Q_{\star}\left({ }^{j} \tilde{x}\right)$
$R\left(x_{1},{ }^{\prime}\right):=P_{\star}\left({ }^{j} \tilde{x}\right)$
$G_{j}\left(x_{, j}\right):=F\left({ }^{j} \tilde{x}\right)$
$D(S) \cup D(R) \neq \emptyset$
then the irreducible form $\frac{1}{S_{\star}} \cdot R_{\star}$ of $\frac{1}{S} \cdot R$ is the ( $n, m$ ) APA for $G_{j}$.
Proof:
First we remark that for a bounded $k$-linear operator $L$ of $L\left(X^{k}, Y\right)$,
if the operator $M$ is defined by
$M x_{1}{ }^{\prime}{ }^{k}=M\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{p}\right)^{k}:=L{ }^{j} \tilde{x}^{k}$, then
$M$ is a bounded $k$-linear operator of $\left.L\left(\begin{array}{c}\substack{i=1 \\ i \neq j}\end{array} X_{i}\right)^{k}, Y\right)$.
Because (I.10.1) is satisfied, we have $t \geq 0$ such that

$$
\begin{aligned}
& a_{0}\left(F \cdot Q_{\star}-P_{\star}\right)=\partial_{0} Q_{\star}+a_{1} P_{\star}+\partial_{1} Q_{\star}+t+1 \\
& a_{1} P_{\star} \leq n \leq a_{1} P_{\star}+t \\
& a_{1} Q_{\star} \leq m \leq a_{1} Q_{\star}+t
\end{aligned}
$$

Using one of the Minkowski-norms $\left\|\|_{q}(1 \leq q \leq \infty)\right.$,

$$
\begin{aligned}
& \left\|\tilde{x}_{q}^{j}=\right\|\left(x_{1}, \ldots, x_{j-1}, 0, x_{j+1}, \ldots, x_{p}\right) \|_{q} \text { in } \prod_{i=1}^{p} x_{i} \text { equals } \\
& \left\|x_{1 j},\right\|_{q}=\left\|\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{p}\right)\right\|_{q} \text { in } \prod_{i=1}^{p} x_{i} \text {. } \\
& i \neq j \\
& \text { Thus }\left(F \cdot Q_{\star}-P_{\star}\right)\left({ }^{j} \tilde{x}\right)=\left(G_{j} \cdot S-R\right)\left(x_{j},\right)=O\left(x,{ }_{j}, \partial_{0} Q_{\star}+\gamma_{1} P_{\star}+\partial_{1} Q_{\star}+t+1\right. \text {, } \\
& \text { Now } \partial P_{\star}=\partial_{1} P_{\star}+\partial_{0} Q_{\star} \leq \partial\left(P_{\star} \cdot T\right)-t_{0} \leq n m+n \\
& \text { and } \partial Q_{\star}=a_{1} Q_{\star}+\partial_{0} Q_{\star} \leq \partial\left(Q_{\star} \cdot T\right)-t_{0} \leq n m+m \\
& \text { and so } s=n m-\partial_{0} Q_{\star}+\min \left(n-\partial_{1} P_{\star}, m-a_{1} Q_{\star}\right) \geq 0 \text {. }
\end{aligned}
$$

Take $D_{s}$ in $\left.L\left(\prod_{\substack{i=1 \\ i \neq j}}^{p} X_{i}\right)^{s}, Y\right)$ with $D\left(D_{s}\right) \cap(D(S) \cup D(R)) \neq \emptyset$.
Then $\partial_{0}\left(R . D_{s}\right) \geq n m, \partial_{0}\left(S . D_{S}\right) \geq n m$

$$
\begin{aligned}
& \partial\left(R \cdot D_{S}\right) \leq \partial_{0} Q_{\star}+\partial_{1} P_{\star}+n m-\partial_{0} Q_{\star}+\min \left(n-\partial_{1} P_{\star}, m-\partial_{1} Q_{\star}\right) \leq n m+n \\
& \partial\left(S \cdot D_{S}\right) \leq \partial_{0} Q_{\star}+\partial_{1} Q_{\star}+n m-\partial_{0} Q_{\star}+\min \left(n-\partial_{1} P_{\star}, m-\partial_{1} Q_{\star}\right) \leq n m+m \\
& {\left[\left(G_{j} S-R\right) \cdot D_{S}\right]\left(x_{1} j^{\prime}\right)} \\
& =0\left(x_{1} a_{j}^{\prime} Q^{\prime}+\partial_{1} P_{\star}+\partial_{1} Q_{\star}+t+\min \left(n-\partial_{1} P_{\star}, m-\partial_{1} Q_{\star}\right)+n m-a_{0} Q_{\star}+1\right. \\
& =0\left(x_{j} j^{\prime}{ }^{n+n+m+1}\right) \text { because } m \leq \partial_{1} Q_{\star}+t \text { and } \\
& n \leq \partial_{1} P_{\star}+t
\end{aligned}
$$

The irreducible fom of $\frac{1}{S_{S} \cdot D_{S}} .\left(R . D_{S}\right)$ is also the irreducible form of $\frac{1}{S}$. $R$ and this terminates the proof.

We now return to the situation where the ( $n, m$ ) abstract Padé approximant is an equivalence class.
First we searched for a product property of the following kind. Let $X_{1}, X_{2}$ be Banach spaces and $Y$ a commutative Banach algebra. If $\left(P_{* 1}\left(x_{1}\right), Q_{* 1}\left(x_{1}\right)\right)$ is the ( $n, m$ ) abstract Pade approximant for the operator $F_{1}: X_{1} \rightarrow Y$ and $\left(P_{\star 2}\left(X_{2}\right), Q_{\star 2}\left(x_{2}\right)\right.$ ) is the ( $n, m$ ) abstract Padé approximant for the operator $F_{2}: X_{2} \rightarrow Y$, is then $\left(P_{\star}\left(x_{1}, x_{2}\right), Q_{\star}\left(x_{1}, x_{2}\right)\right)=$ $\left(P_{\star 1}\left(x_{1}\right) \cdot P_{\star 2}\left(x_{2}\right), Q_{\star 1}\left(x_{1}\right) \cdot Q_{\star 2}\left(x_{2}\right)\right)$ the $(n, m)$ abstract Pade approximant for $F: X_{1} \times X_{2} \rightarrow Y:\left(x_{1}, x_{2}\right) \rightarrow F_{1}\left(x_{1}\right) \cdot F_{2}\left(x_{2}\right)$ ?
In fact it is not at all natural to have a property like this; the following simple counter-example proves it.
Let $\left.F_{1}: C(0,1]\right) \rightarrow C([0,1]): x(t) \rightarrow e^{x(t)}$ and $F_{2}: C([0,1]) \rightarrow C([0,1]): y(t) \rightarrow e^{y(t)}$, then $F: C\left([0,11) x C([0,1]) \rightarrow C([0,1]):(x(t), y(t)) \rightarrow e^{x(t)+y(t)}\right.$. Take $n=1$ and $m=2$.

The couple of abstract polynomials $\left(1+\frac{1}{3} x(t), 1-\frac{2}{3} x(t)+\frac{1}{6} x^{2}(t)\right)$ belongs to the (1,2) abstract Pade approximant for $F 1,\left(1+\frac{1}{3} y(t), 1-\frac{2}{3} y(t)+\frac{1}{6} y^{2}(t)\right)$ to the $(1,2)$ abstract Pade approximant for $F_{2}$ and $\left(1+\frac{1}{3}(x+y)(t), 1-\frac{2}{3}(x+y)(t)+\frac{1}{6}(x+y)^{2}(t)\right)$ to the $(1,2)$ abstract Pade approximant for $F$. It is easy to see that
$\left[\left(1+\frac{1}{3} x(t)\right) \cdot\left(1+\frac{1}{3} y(t)\right),\left(1-\frac{2}{3} x(t)+\frac{1}{6} x^{2}(t)\right) \cdot\left(1-\frac{2}{3} y(t)+\frac{1}{6} y^{2}(t)\right)\right]$ does not belong to the $(1,2)$ abstract Padé approximant for $F$.
Now let $X$ be a Banach space and $Y_{i}$ commutative Banach algebras. Consider nonlinear $\underset{q}{\operatorname{operators} F_{i}}: X \rightarrow Y_{i}, i=1, \ldots, q<\infty$ and $F: X \rightarrow \prod_{i=1}^{q} Y_{i}: x \rightarrow\left(F_{i}(x), i=1, \ldots, q\right)$ where $\prod_{i=1}^{q} Y_{i}$ is a commutative Banach algebra with component-wise multiplication and normed by one of the Minkowski-norms $\left\|\left(y_{1}, \ldots, y_{q}\right)\right\|_{p}(1 \leq p \leq \infty)$. We can obtain, by renorming, that $\left\|\left(I_{1}, \ldots, l_{q}\right)\right\|_{p}=1$ where $I_{i}$ is the unit for the multiplication in $Y_{i}$.

Theorem I.12.2.: $\operatorname{Let}\left(\bigcap_{i=1}^{q} D\left(Q_{i}\right)\right) \cup\left(\bigcap_{i=1}^{q} D\left(P_{i}\right)\right) \neq \emptyset$ for the considered solution $\left(P_{i}, Q_{i}\right)$ of ( 1.4 .1 ) and ( 1.4 .2 ) for $F_{i}$. Then $\left(P_{* i}, Q_{* i}\right)$ is the ( $n, m$ ) abstract Pade approximant for $F_{i}$, $i=1, \ldots, q$ if and only if $\left(P_{\star}, Q_{\star}\right)=\left[\begin{array}{cc}P_{\star 1} & Q_{\star 1} \\ P_{\star 2} & Q_{\star 2} \\ \vdots & \vdots \\ P_{\star q} & Q_{\star q}\end{array}\right]$
is the ( $\mathrm{n}, \mathrm{m}$ ) abstract Pade approximant for F .

Proof:
Since $\left(P_{i j}, Q_{\star_{i}}\right)$ is the ( $n, m$ ) abstract Pade-approximant for $F_{i}$, abstract polynomials $T_{i}$ exist such that $\left(P_{i}, Q_{i}\right)=\left(P_{\star i} \cdot T_{i}, Q_{\star i} \cdot T_{i}\right)$ satisfies (I.3.1) for $F_{i}$, in other words nonnegative constants $K_{i}$ exist such that $\left\|I\left(F_{i} \cdot Q_{\star i}-P_{\star i}\right) \cdot T_{i} l(x)\right\| \leq K_{i}\|x\|^{n m+n+m+1}$ in a neighbourhood of the origin, and this for $i=1, \ldots, q$. $\operatorname{Because}\left(\begin{array}{c}q \\ n_{i=1}^{q} \\ D\end{array}\left(Q_{i}\right)\right) \cup\left(\prod_{i=1}^{q} D\left(P_{i}\right)\right) \neq \emptyset$ also $\prod_{i=1}^{q} D\left(T_{i}\right) \neq \emptyset$. We use the Minkowski-norm $\left\|\|_{p}\right.$ in $\prod_{i=1}^{q} Y_{i}$ for some $p$ with $1 \leq p \leq \infty_{0}$

Then for $p=1$ let $k=\sum_{i} K_{i}$, for $p=\infty$ let $k=\max _{i} K_{i}$,
for $1<p<\infty \operatorname{let} K=\left(\sum_{i} K_{i} p^{1 / p}\right.$ and we find
$\left\|\left(\left[\left(F_{i} \cdot Q_{\star i}-P_{\star i}\right) \cdot T_{i}\right](x), i=1, \cdots, q\right)\right\|_{p} \leq K \cdot\|x\|^{n m+n+m+1}$
in a neighbourhood of the origin.
Thus (P, Q) $=\left[\begin{array}{cc}P_{\star 1} \cdot T_{1} & Q_{\star 1} \cdot T_{1} \\ \vdots & \\ P_{\star q} \cdot T_{q} & Q_{\star q} \cdot T_{q}\end{array}\right] \quad$ satisfies (I.3.1) for
$F$ and $D(P) \cup D(Q) \neq \emptyset$.
$=$
Since $\left(P_{\star}, Q_{\star}\right)$ is the ( $n, m$ ) abstract Padë-approximant for $F$, an abstract polynomial $T$ exists with $D(T) \neq \emptyset$ such that $\left[\left(F \cdot Q_{\star}-P_{\star}\right) \cdot T\right](x)=O\left(x^{n m+n+m+1}\right)$.
We write $(T)_{i}$ for the $i^{\text {th }}$ operator-component of $T$.
We know that $\left\|\left[\left(F_{i} \cdot Q_{\star i}-P_{\star i}\right) \cdot(T)_{i}\right](x)\right\|_{i} \subseteq\left\|\left[\left(F \cdot Q_{\star}-P_{\star}\right) \cdot T\right](x)\right\|_{p}$ for $i=1, \ldots, q$ and for whatever Minkowski-norm used in $\prod_{i=1}^{q} Y_{i}$.
So $\left(P_{i}, Q_{i}\right)=\left(P_{\star i} \cdot(T)_{i}, Q_{\star i} \cdot(T)_{i}\right)$ satisfies (I.3.1) for $F_{i}$ and
$D\left(P_{i}\right) \cup D\left(Q_{i}\right) \neq \emptyset$ since $D\left(P_{i}\right) \supset \bigcap_{i=1}^{q} D\left(P_{i}\right)$ and $D\left(Q_{i}\right) \supset \bigcap_{i=1}^{q} D\left(Q_{i}\right)$.
Remark the fact that if $\left(\bigcap_{i=1}^{q} D\left(P_{i}\right)\right) \cup\left(\bigcap_{i=1}^{q} D\left(Q_{i}\right)\right)=\emptyset$, we cannot find $X$ in $X$ where the $q$ solutions $\left(P_{i}, Q_{j}\right)$ of (I.3.1) for $F_{i}$ can be used simultaneously. It is useless then to consider $(P, Q)=\left[\begin{array}{cc}P_{1} & Q_{1} \\ \vdots & \vdots \\ p_{q} & Q_{q}\end{array}\right]$ since $D(P) \cup D(Q)=\varnothing$.

We illustrate the theorems I.12.1 and I.12.2 with an example.
Take $G: \mathbb{R}^{2} \rightarrow \mathbb{R}:(x, y) \rightarrow \frac{x e^{x}-y e^{y}}{x-y}$.
The $(1,1)$ APA for $G$ is $\frac{x+y+0.5\left(x^{2}+3 x y+y^{2}\right)}{x+y-0.5\left(x^{2}+x y+y^{2}\right)}$.

For $j=1: x=0 \quad$ and for $j=2: y=0$

$$
G_{1}: \mathbb{R} \rightarrow \mathbb{R}: y \rightarrow e^{y} \quad G_{2}: \mathbb{R} \rightarrow \mathbb{R}: x \rightarrow e^{x}
$$

Indeed the $(1,1)$ APA for $G_{1}$ equals $\frac{1+\frac{1}{2} y}{1-\frac{1}{2} y}$ and for $G_{2}$ equals $\frac{1+\frac{1}{2} x}{1-\frac{1}{2} x}$.

Speaking again in terms of equivalence-classes, the couple of abstract polynomials $\left(x+y+0.5\left(x^{2}+3 x y+y^{2}\right), x+y-0.5\left(x^{2}+x y+y^{2}\right)\right)$ belongs to the $(1,1)$ abstract Pade approximant for $G$. We already verified that $(1+10 x-10.1 y, 1-10.1 y)$ belonged to the $(1,1)$ abstract padé approximant for $F: \mathbb{R}^{2} \rightarrow \mathbb{R}:(x, y) \rightarrow 1+\frac{1}{0.1-y} \sin (x y)$.

Now $\left(\begin{array}{ll}1+10 x-10.1 y & 1-10.1 y \\ x+y+0.5\left(x^{2}+3 x y+y^{2}\right) & , \\ x+y-0.5\left(x^{2}+x y+y^{2}\right)\end{array}\right)$
belongs to the $(1,1)$ abstract Padé-approximant for $\left(\frac{\mathrm{F}}{\mathrm{G}}\right)$.
We have to remark that the restrictive conditions formulated in all the theorems given in this chapter, are always fulfilled in the classical theory of Pade approximants for a univariate function.

## § 1. MOTIVATION

We will now study the multivariate Padé approximants ( $X=\mathbb{R}^{p}, Y=\mathbb{R}$ ) more in detail. This is interesting because of several facts:
a) the irreducible form $\frac{1}{Q_{\star}} . P_{\star}$ is unique, $Y$ contains no nilpotent elements and condi-
tion (I. 10.1) is always satisfied, so all the theorems mentioned in chapter $I$ are valid;
b) more similarities with the univariate Pade approximants can be proved, more properties can be formulated.
Besides those theoretical conclusions we will also compare our multivariate Padé approximant with other generalizations of the classical Pade approximant to multivariate functions, by means of many numerical examples.
Most of the times we will still use the notations

$$
\begin{aligned}
& F(x)=\sum_{k=0}^{\infty} C_{k} x^{k} \text { with } x \in \mathbb{R}^{p} \\
& P(x)=\sum_{i=0}^{n} A_{n m+i} x^{n m+i} \\
& Q(x)=\sum_{j=0}^{m} B_{n m+j} x^{n n+j}
\end{aligned}
$$

$\frac{P_{\star}}{Q_{\star}}(x)$ for the irreducible form of $\frac{P}{Q}(x)$
where for the multivariate function $F$ and the multilinear operators $A_{n m+i}$ and $B_{n m+j}$ :

$$
\begin{aligned}
& \text { with } c_{k_{1} \ldots k_{p}}=\frac{1}{k_{1}!\ldots k_{p}!} \frac{\partial^{k} F\left(x_{1}, \ldots, x_{p}\right)}{\partial x_{1}{ }_{1} \ldots \partial x_{p}^{k}} \\
& A_{n m+i} x^{n m+i}=\sum_{i_{1}+\ldots+i_{p}}^{\Sigma}=n m+i^{a_{i}} \ldots i_{p} x_{1}{ }_{1} \ldots x_{p}{ }^{i_{p}} \\
& B_{n m+j} x^{n m+j}=\sum_{j_{1}+\ldots+j_{p}=n m+j}^{\Sigma} b_{j} \ldots j_{p}{ }_{x_{1}}^{j_{1} \ldots x_{p}}{ }_{p}
\end{aligned}
$$

## § 2. EXISTENCE OF A NONTRIVIAL SOLUTION

We already mentioned that the Pade-approximation problem (I.3.1) is equivalent with the solution of 2 linear systems of equations (I.4.1) and (I.4.2)

$$
\begin{aligned}
& \begin{cases}C_{0} \cdot B_{n m} x^{n m}=A_{n m} x^{n m} & \forall x \in \mathbb{R}^{p} \\
\vdots & \\
C_{n} x^{n} \cdot B_{n m} x^{n m}+\ldots+C_{0} \cdot B_{n n+n} x^{n m+n}=A_{n m+n} x^{n m+n} \quad \forall x \in \mathbb{R}^{p}\end{cases} \\
& \text { with } B_{n m+j} x^{n m+j} \equiv 0 \text { for } j>m \text {. } \\
& \left\{\begin{array}{l}
C_{n+1} x^{n+1} \cdot B_{n m} x^{n m}+\ldots+C_{n+1-m} x^{n+1-m} \cdot B_{n n+m} x^{n m+1 n}=0 \forall x \in \mathbb{R}^{p} \\
\vdots \\
C_{n+m} x^{n+m} \cdot B_{n m} x^{n m}+\ldots+C_{n} x^{n} \cdot B_{n m+m} x^{n m+m}=0 \quad \forall x \in \mathbb{R}^{p}
\end{array}\right. \\
& \text { with } C_{k} x^{k} \equiv 0 \text { for } k<0 \text {. }
\end{aligned}
$$

 unknown coefficients $b_{j} \ldots j_{p}$ of the $B_{n m+j}(j=0, \ldots, m)$.
The $k^{\text {th }}$ equation in ( $I .4 .2$ ) equates an $(n m+n+k)$-linear operator in $p$ variables to zero. So it equates $\binom{p+n m+n+k-1}{n m+n+k}$ coefficients in that operator to zero. Thus in total we have $N_{e}=\sum_{k=1}^{n}\binom{p+n m+n+k-1}{n m+n+k}$ homogeneous equations.
It is easy to show that

$$
N_{e}=\binom{p+n m+n+m}{n m+n+m}-\binom{p+n m+n}{n m+n}
$$

and

$$
N_{u}=\binom{p+n m+m}{n m+m}-\binom{p+n m-1}{n m-1}
$$

if $n m>0$ and $N_{u}=\binom{p+m}{m}$ if $n m=0$.
a) For $\mathrm{p}=2: \mathrm{N}_{\mathrm{u}}-\mathrm{N}_{\mathrm{e}}=1$ and so one unknown can certainly be chosen and a nontrivial solution always exists.
b) If $p>2$ the nontriviality of the solution is proved as follows.

Suppose that the matrix

$$
\left(\begin{array}{cc}
c_{n+1} x^{n+1} & \cdots \\
c_{n+1-m} x^{n+1-m} \\
\vdots & \\
c_{n+m} x^{n+m} & \cdots \\
c_{n} x^{n}
\end{array}\right)
$$

of the homogeneous system (I.4.2) has rank $k$, in other words that a vector $x$ exists in $\mathbb{R}^{\mathrm{P}}$ such that the determinant of a kxk submatrix is nonzero. In any case $0 \leq k \leq m$. The homogeneous system (I.4.2) can now be reduced to a homogeneous system of $k$ equations in $k+1$ of the unknown $B_{n m+j} x^{n m+j}(j=o, \ldots, m)$ :

$$
\begin{aligned}
& \left\{\begin{array}{l}
\sum_{i=0}^{k} C_{n+h_{1}-j_{i}} x^{n+h_{1}-j_{i}} B_{n m+j_{i}} x^{n m+j_{i}}=0 \\
\vdots \\
\sum_{i=0}^{k} C_{n+h_{k}-j_{i}} x^{n+h_{k}-j_{i}} B_{n m+j_{i}} x^{n m+j_{i}}=0
\end{array}\right. \\
& \text { with } 1 \leq h_{i} \leq m \quad \text { for } i=1, \ldots, k \\
& \text { and }\left\{\begin{array}{l}
0 \leq j_{i} \leq m, \quad i=0, \ldots, k \\
j_{0}<\ldots<j_{k}
\end{array}\right.
\end{aligned}
$$

In fact we have removed ( $m-k$ ) rows and ( $m-k$ ) columns in the coefficient matrix of system (I.4.2) to obtain the coefficient matrix of system (II.2.1). We will number the rows that we have removed $\bar{h}_{1}, \ldots, \bar{h}_{\mathrm{m}-\mathrm{k}}$ and the columns that we have removed $\bar{j}_{1}+1, \ldots, \bar{j}_{m-k}^{+1}$ (notice that the rows that we have retained, are numbered $h_{1}, \ldots, h_{k}$ and the columns $j_{o}+1, \ldots, j_{k}+1$ ).
Write $\ell=n(m-k)+\sum_{i=1}^{m-k}\left(\bar{h}_{i}-\bar{j}_{i}\right)$. The determinant

$$
\left|\begin{array}{llll}
c_{n+\bar{h}_{1}-\bar{j}_{1}} x^{n+\bar{h}_{1}-\bar{j}_{1}} & \ldots & c_{n+\bar{h}_{1}-\bar{j}_{m-k}} x^{n+\bar{h}_{1}-\bar{j}_{m-k}} \\
\vdots & & & \\
C_{n+\bar{h}_{m-k}-\bar{j}_{1}} x^{n+\bar{h}_{m-k}-\bar{j}_{1}} & \ldots & c_{n+\bar{h}_{m-k}-\bar{j}_{m-k}} x^{n+\bar{h}_{m-k}-\bar{j}_{m-k}}
\end{array}\right|
$$

is then a bounded $\ell$-1inear operator; it is easy to see that $0 \leq \ell \leq n m+j_{0}$.

Let $E_{\ell^{X^{\ell}}}$ be a nontrivial $\ell$-linear bounded operator in $L\left(\left(\mathbb{R}^{p}\right)^{\ell}, \mathbb{R}\right)$. Then

$$
B_{n m+j_{0}} x^{n m+j_{0}}=E_{\ell} x^{\ell} \cdot\left|\begin{array}{lllll}
C_{n+h_{1}-j_{1}} x^{n+h_{1}-j_{1}} & \ldots & C_{n+h_{1}-j_{k}} x^{n+h_{1}-j_{k}} \\
\vdots & & & & \\
C_{n+h_{k}-j_{1}} x^{n+h_{k}-j_{1}} & & & & C_{n+h_{k}-j_{k}} x^{n+h_{k}-j_{k}}
\end{array}\right|
$$

and for $i=1, \ldots, k$

$$
\begin{aligned}
& i^{\text {th }} \text { column in } B_{n m+j_{0}} x^{n m+j_{o}} \\
& \text { replaced by this column }
\end{aligned}
$$

is a nontrivial solution of (II.2.1) because one of the kxk determinants is nontrivial. If we choose the $B_{n m+\bar{j}_{j}} x^{n m+\vec{j}_{i}}=O(i=1, \ldots, m-k)$ we have a nontrivial solution of the original homogeneous system (1.4.2).

## § 3. COVARIANCE PROPERTIES

Besides the properties mentioned in $\S 6$. of chapter $I$, we can also prove the following theorems for multivariate Padé approximants.

Theorem II.3.1.:
Let $y_{i}=\frac{a_{i} x_{i}}{1+b_{1} x_{1}+\ldots+b_{p} x_{p}}$ for $i=1, \ldots, p$ and let $y=\left(y_{1}, \ldots, y_{p}\right)$.
Let $R_{n, n}$ for $F(x)$ be given by $\frac{Q_{\star}}{Q_{\star}}(x)$ and let $G(x):=F(y), R_{\star}(x):=P_{\star}(y)$,
$S_{\star}(x):=Q_{\star}(y)$, then $R_{n, n}(x)$ for $G(x)$ is given by
$\frac{\left[R_{\star}(x)\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}\right]}{\left[S_{\star}(x)\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k_{]}}\right]} \quad$ where $k=\max \left(\partial P_{\star}, \partial Q_{\star}\right)$.

Proof:
Because of theorem 1.5 .3 , there exists a positive integer $t_{0}$, $n^{2}-\partial_{0} Q_{\star} \leq t_{0} \leq n^{2}-\partial_{0} Q_{\star}+\min \left(n-\partial_{1} P_{\star}, n-\partial_{1} Q_{\star}\right)$ and a non-trivial symmetric $t_{o}$-linear bounded operator $L_{t_{o}}$ such that $\left(P_{\star} \cdot L_{t_{0}}, Q_{\star} \cdot L_{t_{0}}\right)$ satisfies (I.3.1) for the operator $F$.
We write $L_{t_{0}}(y)=\frac{L_{t_{0}}\left(a_{1} x_{1}, \ldots, a_{p} x_{p}\right)}{\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{t_{0}}}=\frac{\bar{L}_{t_{0}}(x)}{\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{t_{0}}}$

Let $k=\max \left(\partial P_{\star}, \partial Q_{\star}\right)$.
Then $\partial_{0}\left(R_{\star} \cdot \bar{L}_{t_{0}} \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}\right) \geq \partial_{0}\left(P_{\star} \cdot L_{t_{0}}\right) \geq n^{2}$

$$
\partial_{0}\left(S_{\star} \cdot \bar{L}_{t_{0}} \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}\right) \geq \partial_{0}\left(Q_{\star} \cdot L_{t_{0}}\right) \geq n^{2}
$$

and $\max \left[\partial\left(R_{\star} \cdot \bar{L}_{t_{0}} \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}\right), \partial\left(S_{\star} \cdot \bar{L}_{t_{0}} \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}\right)\right]$

$$
\leq k+t_{0} \leq n^{2}+n
$$

Also $\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}\left[\left(G \cdot S_{\star}-R_{\star}\right) \cdot \bar{L}_{t_{0}}\right](x)=$

$$
\begin{aligned}
& =\left[\left(F \cdot Q_{n}-P_{\star}\right) \cdot L_{t_{0}}\right](y) \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k+t_{o}} \\
& =O\left(y^{n^{2}+2 n+1}\right) \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k+t_{o}} \\
& =O\left(x^{n^{2}+2 n+1}\right)
\end{aligned}
$$

Thus $(R, S)=\left(R_{*} \cdot \bar{L}_{t_{0}} \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}, S_{*} \cdot \bar{L}_{t_{0}} \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}\right)$
satisfies (I.3.1) for the operator G.
We will now show that the irreducible form of $\left(\frac{1}{S} \cdot R\right)(x)$ is
$\frac{1}{\left[S_{\star}(x) \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k_{1}}\right.} \cdot\left[R_{\star}(x) \cdot\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}\right]$.
The factors $\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}$ are necessary because $R_{*}(x)$ and
$S_{\star}(x)$ are rational functions of the $x_{i}$, not polynomial.
Suppose $R_{*}(x)\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}=U(x) . V(x)$ and
$S_{\star}(x)\left(1+b_{1} x_{1}+\ldots+b_{p} x_{p}\right)^{k}=U(x) \cdot W(x)$ with $a U \geq 1$.
Since $\frac{a_{1} x_{1}}{y_{1}}=\frac{a_{2} x_{2}}{y_{2}}=\ldots=\frac{a_{p} x_{p}}{y_{p}}=1+\sum_{i=1}^{p} b_{i} x_{i}$ we know that
$x_{i}=\frac{a_{p} \cdot y_{i}}{a_{i} \cdot y_{p}} \cdot x_{p}$ for $i=1, \ldots, p$.
Consequently $1+\sum_{i=1}^{p} b_{i} x_{i}=1+x_{p} \sum_{i=1}^{p} b_{i} \frac{a_{p} y_{i}}{a_{i} y_{p}}=\frac{a_{p} x_{p}}{y_{p}}$
or $x_{p}=1 /\left(\frac{a_{p}}{y_{p}}-b_{p}-\sum_{i=1}^{p-1} b_{i} \frac{a_{i} y_{i}}{y_{p} a_{i}}\right)$.
So we can write $\sum_{i=1}^{p} b_{i} x_{i}=\left(\sum_{i=1}^{p} b_{i} \frac{a_{p} y_{i}}{a_{i} y_{p}}\right) /\left(\frac{a_{p}}{\left(y_{p}\right.}-b_{p}-\frac{p-1}{\left.\sum_{i=1} b_{i} \frac{a_{p} y_{i}}{y_{p} a_{i}}\right)}\right.$
and $1+\sum_{i=1}^{p} b_{i} x_{i}=1 /\left(1-\sum_{i=1}^{p} b_{i} \frac{y_{i}}{a_{i}}\right)$ and $x_{i}=\frac{y_{i}}{a_{i}\left(1-\sum_{i=1}^{p} b_{i} \frac{y_{i}}{a_{i}}\right)}$.

Thus $R_{\star}(x)=P_{\star}(y)$ and $S_{\star}(x)=Q_{\star}(y)$ implies that
$P_{\star}(y)=U(x) \cdot V(x) \cdot\left(1-\frac{b_{1}}{a_{1}} y_{1}-\ldots-\frac{b_{p}}{a_{p}} y_{p}\right)^{k}$ and
$Q_{*}(y)=u(x) \cdot W(x) \cdot\left(1-\frac{b_{1}}{a_{1}} y_{1}-\ldots-\frac{b_{p}}{a_{p}} y_{p}\right)$ and thus that
$P_{\star}(y)=\bar{U}(y) \cdot \bar{V}(y)$ and $Q_{\star}(y)=\bar{U}(y) \cdot \bar{w}(y)$ with

$$
\begin{aligned}
& \left(\bar{u}(y)=u\left(\frac{y_{1}}{a_{1}\left(1-\frac{b_{1}}{a_{1}} y_{1}-\ldots-\frac{b_{p_{1}}}{a_{p}}\right)}, \ldots, \frac{y_{p}}{a_{p}\left(1-\frac{b_{1}}{a_{1}} y_{1}-\ldots-\frac{b_{p}}{a_{p}} y_{p}\right)}\right) \cdot\left(1-\frac{b_{1}}{a_{1}} y_{1}-\ldots-\frac{b_{p_{p}} y_{p}}{a_{p}}\right)^{\bar{k}}\right. \\
& \overline{\mathrm{k}}=\mathrm{dU} \\
& \left.\bar{v}(y)=v\left(x_{1}, \ldots, x_{p}\right) \cdot\left(1-\frac{b_{1}}{a_{1}} y_{1}-\ldots-\frac{b_{p_{1}}}{a_{p}}\right)_{p}\right)^{k-\bar{k}} \quad(\bar{k}+\partial V \leq k) \\
& \bar{W}(y)=w\left(x_{1}, \ldots, x_{p}\right) \cdot\left(1-\frac{b_{1}}{a_{1}} y_{1}-\ldots-\frac{b_{p}}{a_{p}} y_{p}\right)^{k-\bar{k}} \quad(\bar{k}+\partial W \leq k)
\end{aligned}
$$

This contradicts the fact that $\frac{1}{Q_{\star}} \cdot P_{\star}$ is irreducible.
Remark also that if $Q_{\star}(0)=1$ then $S_{\star}(0)=1$.

Theorem II.3.2.:

$$
\begin{aligned}
& \text { If } F(x)=\frac{G(x)}{H(x)} \text { with } G(x)=\sum_{i=0}^{n} d_{i} x^{i} \text { and } H(x)=\sum_{j=0}^{m} e_{j} x^{j} \text { where } e_{o} \neq 0 \text { and } \\
& \text { where } d_{i} x^{i}={ }_{i_{1}+\ldots+i_{p}=i}^{\sum} d_{i_{1} \ldots i_{p}}^{i_{1}} \ldots x_{p}^{i_{p}} \\
& \qquad e_{j} x^{j}={ }_{j}{ }_{1}+\ldots+j_{p}=j \\
& e_{j} \ldots j_{p} x_{1}{ }_{1} \ldots x_{p}^{j} p
\end{aligned}
$$

then for $F(x)$ irreducible we have $R_{n, m}=F(x)$.
Proof:
For $F(x)=\frac{G(x)}{H(x)}$ we can write (F.H-G) $(x)=O\left(x^{n n+n+m+1}\right)$.
If $R_{n, m}=\frac{P_{\star}}{Q_{\star}}(x)$ then there exists a multivariate polynomial
$T(x) \neq 0$ such that $\left(P_{\star} \cdot T, Q_{\star} T\right)$ satisfies (I.3.1) for the rational funtion $F(x)$, in other words such that $\left(F \cdot Q_{\star} \cdot T-P_{\star} \cdot T\right)(x)=O\left(x^{n m+n+m+1}\right)$. Because of the equivalence-property of solutions of the Padé-approximation problem we can conclude that $\left(Q_{\star}, T . G\right)(x)=\left(P_{\star}, T \cdot H\right)(x)$ for all $x$ in $\mathbb{R}^{P}$, and hence that $\left(Q_{\star}, G\right)(x)=\left(P_{\star}, H\right)(x)$ for all $x$ in $\mathbb{R}^{p}$. Using the unique factorisation of multivariate polynomials we can immediately write that $P_{*}=G$ and $Q_{*}=H$.

This property will be referred to as the consistency property.

## § 4. NEAR-TOEPLITZ STRUCTURE OF THE HOMOGENEOUS SYSTEM

### 4.1. Displacement rank

For the sake of simplicity we restrict ourselves now to the case of two variables. To examine the special structure of the matrix of the homogeneous system, which we shall denote by $H$, we introduce the following notations:
for $Q(x, y)=\sum_{i+j=n m}^{n m+m} b_{i j} x^{i} y^{j}$ we write
$B_{n m}=\left[\begin{array}{c}b_{n m, 0} \\ b_{n m-1,1} \\ \vdots \\ b_{0, n m}\end{array}\right] \quad B_{n m+1}=\left[\begin{array}{c}b_{n m+1,0} \\ b_{n m, 1} \\ \vdots \\ b_{0, n m+1}\end{array}\right] \ldots \quad B_{n m+m}=\left[\begin{array}{c}b_{n m+m, 0} \\ b_{n m+m-1,1} \\ \vdots \\ b_{0, n m+m}\end{array}\right]$
When we write down the equations equivalent with condition (1.3.1), the set of homogeneous equations in the unknown $b_{i j}$ is

$$
H\left[\begin{array}{c}
\mathrm{B}_{\mathrm{nm}} \\
\vdots \\
\mathrm{~B}_{\mathrm{nm}+\mathrm{m}}
\end{array}\right]=0
$$

with

$$
H=\left[\begin{array}{cllc}
H_{n+1, n m} & H_{n, n m+1} & \cdots & H_{n+1-m, n m+m} \\
H_{n+2, n m} & \cdots & & \\
\vdots & & & \vdots \\
H_{n+m, n m} & \cdots & & H_{n, n m+m}
\end{array}\right]
$$

where $H_{i, j}$ is a matrix with $(i+j+1)$ rows and $(j+1)$ columns and the first column equal to the transpose of $\left(c_{i, 0} c_{i-1,1} \cdots c_{1, i-1} c_{o, i} \circ \ldots 0\right)$ and the next columns equal to their previous column but with all the elements shifted down one place and a zero added on top. The matrix $H$ has $N_{e}=\binom{n n+n+m+2}{2}-\binom{n m+n+2}{2}$ rows and one more columns than rows. To calculate the displacement rank $a(H)$ of $H$, we have to construct the lower shifted difference
$H-\bar{H}=\left[\begin{array}{lll}h_{1,1} & \cdots & h_{1, N_{e}+1} \\ \vdots & & \\ \\ h_{N_{e}, 1} \cdots & h_{N_{e}, N_{e}+1}\end{array}\right]-\left[\begin{array}{ccc}0 \cdots & & 0 \\ h_{1,1} & \cdots & h_{1, N_{e}} \\ \vdots & & \vdots \\ 0 & h_{N_{e}-1,1} & \cdots \\ h_{N_{e}-1, N_{e}}\end{array}\right]=\left[\begin{array}{l}h_{1,1} \cdots \\ \vdots \\ h_{1, N_{e}+1} \\ h_{N_{e}, 1}\end{array}\right]$
Now $\alpha(H)=\operatorname{rank}(\delta H)+2[31]$. The concept of displacement rank serves as a measure of how close to toeplitz a given matrix is, since $\operatorname{rank}(\delta H)=0$ if $H$ is actually a toeplitz matrix.

Theorem II.4.1.:

The displacement rank of the matrix $H$ is at most $m+2$.

Proof:
Let us write down the matrix $H$ more explicitly:


Then $\delta f$ has the following structure:
$6 H=\left(\begin{array}{l}\Delta_{1} \\ \Delta_{2}\end{array} \cdots \Delta_{m+1}\right)$, where
$\Delta_{1}$ has $\left(\mathrm{N}_{\mathrm{e}}-1\right)$ rows and nm columms,
$\Delta_{i}$ has $\left(\mathrm{N}_{\mathrm{e}}-1\right)$ rows and $(n \mathrm{~m}+\mathrm{i})$ columns for $\mathrm{i}=2, \ldots, \mathrm{~m}+1$
and only the first colum in $\Delta_{i}$ with $i \geq 2$ contains nonzero
elements; all the other elements in $\delta H$ equal zero.
So rank $(\delta H) \leq m$ and this proves our theorem.

It is easy to see that in the multivariate case the coefficient matrix of the homogeneous system is also a matrix with low displacement rank. Consequently algorithms can be used where the solution of the linear system in the Pade-approximation problem is given in less operations than usual [19], i.e. in $O\left(a(H) N_{e}^{2}\right)$ operations instead of $o\left(N_{\mathrm{e}}^{3}\right)$ operations.

### 4.2. Numerical examples

We will illustrate the preceding theorems with some simple examples.
Consider $F(x, y)=1+\frac{x}{0.1-y}+\sin (x y)$
a) The $(1,1)$ APA is $\frac{1+10 x-10.1 y}{1-10.1 y}$ with

$$
H=\left[\begin{array}{rrrrr}
0 & 0 & 10 & 0 & 0 \\
101 & 0 & 0 & 10 & 0 \\
0 & 101 & 0 & 0 & 10 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] \quad \text { and } a(H)=3
$$

b) The $(4,2)$ APA is $\frac{1+10 x-10 y+x y-10 x y^{2}}{1-10 y}$ with

$$
H=\left[\begin{array}{lll}
H_{5,8} & H_{4,9} & H_{3,10} \\
H_{6,8} & H_{5,9} & H_{4,10}
\end{array}\right] \quad \text { and } a(H)=4
$$

where $\mathrm{H}_{5,8}=10^{5}\left(\delta_{i, j+4}\right)$ a $14 \times 9$ matrix

$$
\begin{aligned}
& H_{4,9}=10^{4}\left(\delta_{i, j+3}\right) \text { a } 14 \times 10 \text { matrix } \\
& H_{3,10}=10^{3}\left(\delta_{i, j+2}\right) \text { a } 14 \times 11 \text { matrix } \\
& H_{6,8}=10^{6}\left(\delta_{i, j+5}\right)-\frac{1}{6}\left(\delta_{i, j+3}\right) \text { a } 15 \times 9 \text { matrix } \\
& H_{5,9}=10^{5}\left(\delta_{i, j+4}\right) \text { a } 15 \times 10 \text { matrix } \\
& H_{4,10}=10^{4}\left(\delta_{i, j+3}\right) \text { a } 15 \times 11 \text { matrix }
\end{aligned}
$$

and $\delta_{i, j}$ is the Kronecker symbol (here used in rectangular matrices).

## § 5. THREE-TERM IDENTITIES

5.1. Cross ratios

A cross ratio is a ratio of the form

$$
\begin{equation*}
\frac{\left(r_{1}-r_{2}\right)\left(r_{3}-r_{4}\right)}{\left(r_{1}-r_{3}\right)\left(r_{2}-r_{4}\right)}=R \tag{11.5.1}
\end{equation*}
$$

Each of the four $r_{i}$ appears in the numerator as well as in the denominator. If we compute (II.5.1) when the $r_{i}$ are the values of four adjacent entries in the Pade table for a given value $\bar{x}=\left(\bar{x}_{1}, \ldots, \bar{x}_{p}\right)$, then we can use the two-term identities (I.7.1)-(I.7.4) to simplify R. Consider for instance the four entries in the Pade table given in figure II.5.1

| $\frac{P}{[n, m]}$ |  |
| :--- | :--- |
| $Q_{[n, m]}$ |  |
| $(\bar{x})=r_{1}$ | $\frac{P[n, m+1]}{Q[n, m+1]}(\bar{x})=r_{2}$ |
| $\frac{P[n+1, m]}{Q_{[n+1, m]}}(\bar{x})=r_{3}$ | $\frac{P[n+1, m+1]}{Q[n+1, m+1]}(\bar{x})=r_{4}$ |

Figure II.5.1.
Then

$$
R=\frac{H_{m+1}\left(C_{n} \bar{x}^{n}\right) \cdot H_{m+1}\left(C_{n+2} \bar{x}^{n+2}\right)}{H_{m}\left(C_{n+1} \bar{x}^{n+1}\right) \cdot H_{m+2}\left(C_{n+1} x^{-n+1}\right)}
$$

For the entries given in the figures II.5.2 and II. 5.3 we find respectively

$$
R=\frac{H_{m}\left(C_{n+1} \bar{x}^{n+1}\right) \cdot H_{m+1}\left(C_{n+1} \bar{x}^{n+1}\right)}{H_{m+1}\left(C_{n} \bar{x}^{n}\right) \cdot H_{m}\left(C_{n+2} 2^{n+2}\right)}
$$

and

$$
R=\frac{H_{m+1}\left(C_{n} \bar{x}^{n}\right) \cdot H_{m+1}\left(C_{n+1} \bar{x}^{n+1}\right)}{H_{m}\left(C_{n+1} \bar{x}^{-n+1}\right) \cdot H_{m+2}\left(C_{n} \bar{x}^{n}\right)}
$$



Figure II. 5. 2.

|  | $\frac{P_{[n-1, m+1]}}{Q_{[n-1, m+1]}}(\bar{x})=r_{1}$ |
| :--- | :--- |
| $\frac{P_{[n, m]}}{Q_{[n, m]}}(\bar{x})=r_{3}$ | $\frac{P_{[n, m+1]}}{Q_{[n, m+1]}}(\bar{x})=r_{2}$ |
| $\frac{P_{[n+1, m]}}{Q_{[n+1, m]}}(\bar{x})=r_{4}$ |  |

Figure II.5.3.
Many more cross ratios can be calculated by means of the given two-term identities, but we give these exmples because we shall use them now to derive some three-term identities.

## 2. Three-termidentities

The cross ratio (II.5.1) can be solved for one of the $r_{i}$, say $r_{4}$, in terms of the other three $r_{i}$ and $R$. We get

$$
r_{4}=\frac{r_{3}\left(r_{2}-r_{1}\right)-R r_{2}\left(r_{3}-r_{1}\right)}{\left(r_{2}-r_{1}\right)-R\left(r_{3}-r_{1}\right)}
$$

If we use again figure II.5.1 we find

$$
\frac{P_{[n+1, m+1]}}{Q_{[n+1, m+1]}}(\bar{x})=\frac{P_{[n+1, m]}(\bar{x}) \cdot H_{m+2}\left(C_{n+1} \bar{x}^{n+1}\right)-P_{[n, m+1]}(\bar{x}) \cdot H_{m+1}\left(C_{n+2} \bar{x}^{n+2}\right)}{Q_{[n+1, m]}(\bar{x}) \cdot H_{m+2}\left(C_{n+1} \bar{x}^{n+1}\right)-Y_{n, m+1]}(\bar{x}) \cdot H_{m+1}\left(C_{n+2} \bar{x}^{n+2}\right)}
$$

So $\frac{P_{[n+1, m+1]}}{[n+1, m+1]}(\bar{x})$ can be calculated by means of $P_{[n+1, m]}(\bar{x}), Q_{[n+1, m]}(\bar{x}), P_{[n, m+1]}(\bar{x})$ and $\oint_{n, m+1]}(\bar{x})$; we shall indicate this by


For the figures II. 5.2 and II. 5.3 we get respectively
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When we would calculate the cross ratios for the figures II.5.4, II.5.5 and II.5.6
we would find respectively


Figure II.5.6.
Of course much more figures can be considered than the ones indicated here, but these
few examples give an idea about the possibilities that exist.
§6. ACCELERATING THE CONVERGENCE OF A TABLE WITH MULTIPLE ENTRY

### 6.1. Table with double entry

The $\varepsilon$-algorithm has frequently been used to accelerate the convergence of a sequence $\left(T_{i}\right)_{i=0}^{\infty}$ in $\mathbb{R}[49]$, which can in fact be considered as a table with single entry: construct the univariate function
where $\quad F(x)=\sum_{i=0} c_{i} x^{i}$

$$
c_{i}=T_{i}-T_{i-1} \quad\left(T_{i}=0 \text { for } i<0\right)
$$

and calculate the classical Pade approximants for F.
Since

$$
F(1)=\lim _{i \rightarrow \infty} T_{i}
$$

one evaluates these Pade approximants at $x=1$.
Let us now first consider a table $\left(\mathrm{T}_{\mathrm{ij}}\right)_{i, j=0}^{\infty}$ with double entry. To accelerate the convergence of $\left(T_{i j}\right)_{i, j=0}^{\infty}$ to $\lim _{i, j \rightarrow \infty} T_{i j}$ we introduce

$$
F(x, y)=\sum_{i, j=0}^{\infty} c_{i j} x^{i} y^{j}
$$

with

$$
c_{i j}=T_{i j}-T_{i, j-1}-T_{i-1, j}+T_{i-1, j-1} \quad\left(T_{i j}=0 \text { for } i<0 \text { or } j<0\right)
$$

Clearly

$$
F(1,1)=\lim _{i, j \rightarrow \infty} T_{i j}
$$

Using the generalization of the $\varepsilon$-algorithn given in $\S 7$. of chapter $I$, we can calculate multivariate Pade approximants for $F(x, y)$ and evaluate them at $(x, y)=(1,1)$. If we denote by

$$
T_{n}=\sum_{i+j=n} T_{i j}=T_{n, 0}+T_{n-1,1}+\ldots+T_{1, n-1}+T_{o, n}
$$

then the partial sums

$$
F_{n}(1,1)=\sum_{i+j=0}^{n} c_{i j}=T_{n}-T_{n-1} \quad n=0, \ldots, \infty
$$

are the $\varepsilon_{0}^{(n)}$ to start the $\varepsilon$-algorithm with.
An application to accelerate the convergence in quadrature problems will be given at the end of this paragraph, but first we will generalize the idea for a table with multiple entry.

### 6.2. Table with multiple entry

Let us denote by $\left(\mathrm{T}_{i_{1}} \ldots i_{p}\right){ }_{i_{1}}^{\infty}, \ldots, i_{p}=0$ a table with multiple entry.
We define
with

$$
\begin{aligned}
& F\left(x_{1}, \ldots, x_{p}\right)=\sum_{i_{1}, \ldots, i_{p}=0}^{\infty} c_{i_{1}} \ldots i_{p}{ }_{x_{1}}^{i_{1} \ldots x_{p}}{ }^{i_{p}} \\
& c_{i_{1} \ldots i_{p}}=T_{i_{1}} \ldots i_{p}-\sum_{j=1}^{p} T_{i_{1}} \ldots\left(i_{j}-1\right) \ldots i_{p} \\
& \\
& \quad+\sum_{\substack{j, k=1 \\
j \neq k}}^{p} T_{i_{1} \ldots i_{j-1}}\left(i_{j}-1\right) i_{j+1} \ldots i_{k-1}\left(i_{k}-1\right) i_{k+1} \ldots i_{p} \\
& \\
& \quad \ldots+(-1)^{p} T_{\left(i_{1}-1\right) \ldots\left(i_{p}-1\right)}
\end{aligned}
$$

It is easy to prove that

$$
F(1, \ldots, 1)={\underset{i}{i}, \ldots, i_{p}+\infty}_{T_{i_{1}} \ldots i_{p}}
$$

Again multivariate Pade approximants for $F\left(x_{1}, \ldots x_{p}\right)$ can be calculated and evaluated at $\left(x_{1}, \ldots, x_{p}\right)=(1, \ldots, 1)$ via the $\varepsilon$-algorithm.
Since
where

$$
\underset{i_{1}+\ldots+i_{p}=n}{\sum} c_{i_{1} \ldots i_{p}}=\sum_{j=0}^{p}(-1)^{j}\left(\begin{array}{l}
p
\end{array}\right) T_{n-j}
$$

$$
T_{n}=\sum_{i_{1}+\ldots+i_{p}=n}^{\Sigma} T_{i_{1} \ldots i_{p}}
$$

the $\varepsilon_{o}^{(n)}$ are now given by

$$
F_{n}(1, \ldots, 1)=\sum_{i_{1}+\ldots+i_{p}=0}^{n} c_{i_{1}} \ldots i_{p}=\sum_{j=0}^{p-1}(-1)^{j}\left(p_{j}^{p-1}\right) T_{n-j}
$$

### 6.3. Applications

Suppose one wants to calculate the integral of a function $F\left(x_{1}, \ldots, x_{p}\right)$ on a bounded closed domain $\Omega$ of $\mathbb{R}^{p}$. Let $\Omega=[0,1] \times \ldots x[0,1] \in \mathbb{R}^{p}$ for the sake of simplicity. The table $\left(T_{i_{1}} \ldots i_{p}\right)^{\infty} i_{1}, \ldots, i_{p}=o$ can be obtained for instance by subdividing the interval $[0,1]$ in the $j^{\text {th }}$ direction $(j=1, \ldots, p)$ into $2^{i j}$ intervals of equal length $h_{j}=\frac{1}{1_{j}}\left(i_{j}=0,1, \ldots\right)$.
Using the midpoint-rule one can then substitute approximations

$$
\int_{0}^{h_{1}} \cdots \int_{0}^{h_{0}} F\left(x_{1}, \ldots, x_{p}\right) d x_{1} \ldots d x_{p}=h_{1} h_{2} \ldots h_{p} F\left(\frac{h_{1}}{2}, \frac{h_{2}}{2}, \ldots, \frac{h_{p}}{2}\right)
$$

to calculate the $T_{i_{1}} \ldots i_{p}$.
The column $\left.\varepsilon_{0}^{(n)} \quad \underset{(n=0,1,2}{p}, \ldots\right)$ in the $e^{\text {(table }}$ given by

$$
\varepsilon_{0}^{(n)}=\sum_{j=0}^{p-1}(-1)^{j}\binom{p-1}{j} T_{n-j}
$$

was also used by Genz [22] to start the e-algorithm for the approximate calculation of multidimensional integrals by means of extrapolation methods. He preferred this method to six other methods because of its simplicity and general use of fewer integrand evaluations [22]. But when he was using it he did regret that there was no link for the multidimensional problems with Pade approximants as there is in one dimension. Genz remarked that the construction and theory of the multivariate generalization of Pade approximants had only recently been developed by Chisholm and his staff, but that the Canterbury approximants were not particularly suitable for the problem of the extrapolation of sequences of approximations to multiple integrals. This paragraph has now put things together: the $\varepsilon_{0}^{(n)}$ are the partial sums of the multivariate function

$$
F\left(x_{1}, \ldots, x_{p}\right)=\sum_{i_{1}}^{\sum_{i}}, i_{p}=0 c_{i_{1}} \ldots i_{p} x_{1}^{i_{1}} \ldots x_{p}^{i_{p}}
$$

with the $c_{i_{1}} \ldots i_{p}$ defined above, and the $\varepsilon_{2 m}^{(n-m)}$ are the ( $n, m$ ) APA for that multivariate function, all evaluated in $\left(x_{1}, \ldots, x_{p}\right)=(1, \ldots, 1)$. We will illustrate everything with some numerical results.

Let us now take $p=2, h_{1}=2^{-i}, h_{2}=2^{-j}$. Then

$$
T_{i j}=\frac{1}{2^{i+j}}\left(\sum_{k=1}^{2^{i}} \sum_{\ell=1}^{2^{j}} F\left(\frac{2 k-1}{2^{i+1}}, \frac{2 \ell-1}{2^{j+1}}\right)\right)
$$

For the first example we are going to consider, we have

$$
\begin{aligned}
& F(x, y)=(x+y)^{2} \\
& \int_{0}^{1} \int_{0}^{1} F(x, y) d x d y=\frac{7}{6}=1.166666666666 \ldots \\
& T_{\infty}=1
\end{aligned}
$$

In table II. 6.1 one can find some $T_{i j}$ and some values of the ( $n, m$ ) APA in $(x, y)=(1,1)$. For the calculation of the ( $n, m$ ) APA we need $T_{j}, j=0, \ldots, n+m$. It is easy to see that the convergence is indeed improved.

| $\mathrm{T}_{10}=\frac{17}{16}=1.0625$ | $(0,1)$ APA $=\frac{8}{7}=1.142857142857 \ldots$ |
| :--- | :--- |
| $\mathrm{~T}_{11}=\frac{9}{8}=1.125$ | $(1,1) \mathrm{APA}=\frac{7}{6}=1.166666666666 \ldots$ |
| $\mathrm{~T}_{21}=\frac{73}{64}=1.140625$ | $(2,1)$ APA $=\frac{7}{6}=1.166666666666 \ldots$ |
| $\mathrm{~T}_{22}=\frac{37}{32}=1.15625$ | $(3,1)$ APA $=\frac{7}{6}=1.166666666666 \ldots$. |

Table II.6.1.
What's more: substituting the explicit formula for the $T_{i j}$ in the calculation of $\varepsilon_{0}^{(n)}$ one can easily check, using the expressions

$$
\sum_{k=1}^{2^{i}} k^{2}=\frac{1}{3} 2^{i-1}\left(2^{i}+1\right)\left(2^{i+1}+1\right) \text { and } \sum_{k=1}^{2^{i}} k=2^{i-1}\left(2^{i+1}+1\right)
$$

that $\varepsilon_{0}^{(n)}=\frac{7}{6}-\frac{1}{6}\left(\frac{1}{4}\right)^{n}$ for $n \geq 0$ which implies $[9 \mathrm{pp} .45]$ that the value of the $(\mathrm{n}+1,1) \mathrm{APA}=\varepsilon_{2}^{(\mathrm{n})}=\frac{7}{6}$ for $\mathrm{n} \geq 0$.
As a second example we will approximate

$$
\int_{0}^{1} \int_{0}^{1} \frac{1}{x+y} d x d y=2 \ln 2=1.386294361119891
$$

In table II. 6.2 one can again find the $T_{i j}$, slowly converging to the exact value of the integral because of the singularity of the integrand in $(0,0)$. The functionvalues of the ( $\mathrm{n}, \mathrm{m}$ ) APA converge much faster.

| $\mathrm{T}_{11}=1.166666666667$ | $(1,1) \mathrm{APA}=1.330294906166$ |
| :--- | :--- |
| $\mathrm{~T}_{21}=1.209102009102$ | $(2,1) \mathrm{APA}=1.361763927710$ |
| $\mathrm{~T}_{22}=1.269047619048$ | $(2,2) \mathrm{APA}=1.396395820203$ |
| $\mathrm{~T}_{23}=1.252977663088$ | $(2,3) \mathrm{APA}=1.386056820469$ |
| $\mathrm{~T}_{33}=1.325743700744$ | $(3,3) \mathrm{APA}=1.386872037696$ |
| $\mathrm{~T}_{34}=1.338426108120$ | $(3,4) \mathrm{APA}=1.386481238969$ |
| $\mathrm{~T}_{44}=1.355532404415$ | $(4,4) \mathrm{APA}=1.386308917778$ |
| $\mathrm{~T}_{54}=1.362055745711$ | $(5,4) \mathrm{APA}=1.386298323641$ |

Table II.6.2.
§ 7. COMPARISON WITH SOME OTHER TYPES OF MULTIVARIATE PADE APPROXTMANTS
We will restrict ourselves to the case of two variables because the generalization to more than two variables is straightforward. Many definitions exist that try to generalize the concept of Padé approximant to multivariate functions. However, the calculation of each type of multivariate Padé approximant $P_{\star}(x, y) / Q_{\star}(x, y)$ is based on:

$$
(F \cdot Q-P)(x, y)=\sum_{i, j=0}^{\infty} d_{i j} x^{i} y^{j} \text { with } d_{i j}=\text { ofor }(i, j) \in E \subset \mathbb{N}^{2} \text {. }
$$

We call $E$ the interpolationset; the choice of $E, P(x, y)$ and $Q(x, y)$ determines the type of approximant.
If one wants the multivariate Pade approximant to satisfy the covariance properties I.6.1 and 1.6.2, E must satisfy the inclusion property, i.e. if ( $i, j$ ) $\in E$ then $(0, i] \times[0, j]) \cap \mathbb{N}^{2} \subset E$.
We shall now briefly repeat the definition of some types of approximants and compare them theoretically and numerically with our abstract Pade approximants in the case $X=\mathbb{R}^{p}$ and $Y=\mathbb{R}$.
7.1. General order Padé-type rational approximants introduced by Levin [34]

We briefly repeat some notations and definitions given by Levin.
Given a subset D of $\mathbb{Z}^{2}$ we define:
a) the complement $\widetilde{D}=\mathbb{Z}^{2} \backslash D$
b) the $(i, j)$-translation of $D$ as $D_{i j}=\left\{\left.(k, n)\right|_{2}(k+i, n+j) \in D\right\}$
c) the non-negative part of $D$ as $D^{+}=D \cap \mathbb{N}^{2}$

To any subset $D$ such that $D^{+}$is a finite set we associate polynomials

$$
\sum_{(i, j) \in D^{+}}^{\sum} b_{i j} x^{i} y^{j}
$$

We call D the rank of the polynomials.
Given the double power series

$$
F(x, y)=\sum_{i, j=0}^{\infty} c_{i j} x^{i j} y
$$

we will choose three subsets $N, D$ and $E$ of $\mathbb{Z}^{2}$ and construct an $[N / D] E$ approximation to $F(x, y)$ as follows

$$
\begin{align*}
& P(x, y)=\sum_{(i, j) \in N^{+}}^{\sum} a_{i j} x^{i} y^{j} \quad \text { (N from 'numerator't) } \\
& Q(x, y)=\sum_{(i, j) \in D^{+}}^{\sum} b_{i j} x^{i} y^{j} \quad \text { (D from 'denominator') } \\
& (F \cdot Q-P)(x, y)=\sum_{(i, j) \in E^{+}}^{\sum} d_{i j} x^{i} y^{j} \text { (E from 'equations') } \tag{II,7.1}
\end{align*}
$$

We select $N, D$ and $E$ such that
a) $D \subset \mathbb{N}^{2}$ has $m$ elenents, numbered $\left(i_{1}, j_{1}\right), \ldots,\left(i_{m}, j_{m}\right)$
b) $N \subset E$ and $H=E \backslash N$ has $m-1$ elements in $\mathbb{N}^{2}$, numbered $\left(h_{2}, k_{2}\right), \ldots,\left(h_{m}, k_{m}\right)$ ( H from "homogeneous equations')
Then $P(x, y)$ and $Q(x, y)$ defined by equations (II.7.1), are given by

where $N_{i_{\ell} j_{\ell}}(x, y)=\sum_{(i, j) \in N_{i_{\ell} j_{\ell}}^{+}} c_{i j} x^{i} y^{j}(\ell=1, \ldots, m)$ and

$$
Q(x, y)=\left|\begin{array}{llll}
x^{i_{1}} y^{j_{1}} & x^{i_{2}} y^{j_{2}} & \ldots & x^{i_{m}} y^{j_{m}} \\
c_{h_{2}-i_{1}, k_{2}-j_{1}} & c_{h_{2}-i_{2}}, k_{2}-j_{2} & \ldots & c_{h_{2}-i_{m}, k_{2}-j_{m}} \\
\vdots & \vdots & \vdots \\
c_{h_{m}-i_{1}, k_{m}-j_{1}} & c_{h_{m}-i_{2}, k_{m}-j_{2}} & \cdots & c_{h_{m}-i_{m}, k_{m}-j_{m}}
\end{array}\right|
$$

When we make the following choices for the sets $N, D$ and $E$ :

$$
\begin{aligned}
& N=\{(i, j) \mid i, j \in N, n m \leq i+j \leq n m+n\} \\
& D=\{(i, j) \mid i, j \in \mathbb{N}, n m \leq i+j \leq n m+m\} \\
& E=\{(i, j) \mid i, j \in N, n m \leq i+j \leq n m+n+m\}
\end{aligned}
$$


we get precisely the ( $n, m$ ) abstract Pade approximant; the set $H=E \backslash N$ has one element less than the set $D$, as required.
7.2. Canterbury approximants, Lutterodt approximants and Karlsson-wallin approximants

We are going to compare abstract Padé approximants (APA) for $F(x, y)$ with Chisholm diagonal [13] approximants (CA), Hughes Jones off-diagonal [29,30] approximants (HJA), Lutterodt [ 37] approximants (LA), Lutterodt approximants of type $B^{1}$ [36] (LAB ${ }^{1}$ ) and Kar1sson-Wa11in [32] approximants (KWA).
For the Canterbury approximants (i.e. CA and WA) we have

$$
\begin{aligned}
& P(x, y)=\sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}} a_{i j} x^{i} y^{j} \\
& Q(x, y)=\sum_{i=0}^{m_{1}} \sum_{j=0}^{m_{2}} b_{i j} x^{i} y^{j}
\end{aligned}
$$



For the Lutterodt approximants we have

$$
\begin{aligned}
& P(x, y)=\sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}} a_{i j} x^{i} y^{j} \\
& Q(x, y)=\sum_{i=0}^{m_{1}} \sum_{j=0}^{m_{2}} b_{i j} x^{i} y^{j} \\
& E S\left[0, n_{1}\right] \times\left[0, n_{2}\right] \cap N^{2}
\end{aligned}
$$

E satisfies the inclusion-property and contains exactly

$$
\left(n_{1}+1\right)\left(n_{2}+1\right)+\left(m_{1}+1\right)\left(m_{2}+1\right)-1 \text { elements }
$$


and for the Lutterodt approximants of type $B^{1}$

$$
\begin{aligned}
E= & \left\{(i, j) \mid 0 \leq i \leq n_{1}, 0 \leq j \leq n_{2}\right\} \\
& U\left\{(i, j) \mid n_{1}+1 \leq i \leq n_{1}+m_{1}, n_{2}+1 \leq j \leq n_{2}+m_{2}\right\} \\
& U\left\{(i, o) \mid n_{1}+1 \leq i \leq n_{1}+m_{1}\right\} \\
& \cup\left\{(0, j) \mid n_{2}+1 \leq j \leq n_{2}+m_{2}\right\}
\end{aligned}
$$



For the Karlsson-Wallin approximants we have

$$
\begin{aligned}
& P(x, y)=\sum_{i+j=0}^{n} a_{i j} x^{i} y^{j} \\
& Q(x, y)=\sum_{i+j=0}^{m} b_{i j} x^{i} y^{j} \\
& E \rho\{(i, j) \mid i+j \leq n\} \\
& E \text { satisfies the inclusion-property and contains at least } \\
& \frac{1}{2}(n+1)(n+2)+\frac{1}{2}(m+1)(m+2)-1 \text { elements } \\
& m
\end{aligned}
$$

The following schene sumnarizes the properties satisfied by each type of approximant.

|  | CA and HJA | LA | LAB ${ }^{1}$ | KWA | APA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Unicity | Under certain conditions on the $c_{i j}$ | With respect to a given E only if for a chosen normalization the homogeneous system has a unique solution | Same remark as for LA | If E contains as many points as possible from some given enumeration of the points in $\mathbb{N} \times \mathbb{N}$ | Yes |
| Property 1.6.1 | Yes | Yes | No | Yes | Yes |
| Property I.6.2 | For CA | For ( $\left.\mathrm{n}_{1}, \mathrm{n}_{2}\right) /\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)$ | No | Yes | Yes |
| Projection property | Yes | Only if E ? <br> $\left\{(0, j) \mid 0 \leq j \leq n_{2}+m_{2}\right\} U$ <br> $\left\{(i, 0) \mid 0 \leq i \leq n_{1}+m_{f}\right\}$ | Yes | $\begin{aligned} & \text { Only if } E= \\ & \{(o, j) \mid 0 \leq j \leq n+m\} \cup \\ & \{(i, o) \mid 0 \leq i \leq n+m\} \end{aligned}$ | Yes |
| Symmetry | For ( $\mathrm{n}, \mathrm{n}$ )/(m,m) | For $(n, n) /(m, m)$ if (II.7.2) is satisfied | For ( $\mathrm{n}, \mathrm{n}$ )/( $\mathrm{m}, \mathrm{m}$ ) | If (II.7.2) is satisfied | Yes |
| Variable changes | $\begin{aligned} & \bar{x}=\frac{a x}{1+b 1^{x}} \\ & \bar{y}=\frac{a y}{1+b} b^{y} \end{aligned}$ <br> for CA | $\begin{aligned} & \bar{x}=\frac{a_{1} x}{1+b_{1} x} \\ & \bar{y}=\frac{a_{2} y}{1+b_{2} y} \\ & \text { for }\left(n_{1}, n_{2}\right) /\left(n_{1}, n_{2}\right) \end{aligned}$ | None | $\begin{aligned} & \bar{x}=\frac{a_{1} x}{1+b_{1} x+b_{2} y} \\ & \vec{y}=\frac{a_{2} y}{1+b_{1} x+b_{2} y} \end{aligned}$ $\text { for } n=m$ | $\begin{aligned} & \bar{x}=\frac{a_{1} x}{1+b_{1} x+b_{2} y} \\ & \bar{y}=\frac{a_{2} y}{1+b_{1} x+b_{2} y} \end{aligned}$ <br> for $n=m$ |

$E_{\star}=\left\{(i, j) \in E \mid\right.$ the homogeneous system $d_{i j}=0$ has for a chosen normalization a unique solution $\}$ is symmetric
(II.7.2)

We call an approximant symetric if for $F(x, y)=F(y, x)$ also $\frac{P_{\star}}{Q_{\star}}(x, y)=\frac{P_{\star}}{Q_{\star}}(y, x)$. In the last row but one, one can find the variable changes $\bar{x}$ and $\bar{y}$ for which, if $\frac{P_{\star}}{Q_{\star}}(x, y)$ is the desired approximant for $F(x, y)$ then $\frac{P_{\star}}{Q_{\star}}(\bar{x}, \bar{y})$ is the one for $F(\bar{x}, \bar{y})$. The HAA, LA and $L A B$ are denoted by $\left(n_{1}, n_{2}\right) /\left(m_{1}, m_{2}\right)$; for the $C A n_{1}=n_{2}=m_{1}=m_{2}=n$. The KWA are denoted by $\mathrm{n} / \mathrm{m}$. We remark also that the APA can be calculated recursively by means of the e-algorithm and that they satisfy the consistency-property formulated in §3. of this chapter, two properties which are for instance not satisfied by the Canterbury approximants.

### 7.3. Numerical examples

Let $N_{c}$ be the number of unknown coefficients in the numerator and denominator of the approximant. For rational approximants 1 coefficient can always be determined by a normalization. We consider $N_{c}-1$ to be a measure for the operator-fitting ability of the calculated rational approximant.
For CA, HJA and LA: $N_{c}=\left(n_{1}+1\right)\left(n_{2}+1\right)+\left(m_{1}+1\right)\left(m_{2}+1\right)$.
For KWA and normalized APA: $N_{C}=[(n+1)(n+2)+(m+1)(m+2)] / 2$.
a) Let us consider

$$
F: \mathbb{R}^{2} \rightarrow \mathbb{R}:\binom{x}{y} \rightarrow \frac{x e^{x}-y e^{y}}{x-y}=\sum_{i, j=0}^{\infty} \frac{1}{(i+j)!} x^{i} y^{j}
$$

In the Taylor series expansion of $F$ we have a term in every power $x^{i} y^{j}$.
For KWA we have used the diagonal enumeration of points in $\mathbb{N}^{2}$, i.e. $(0,0),(1,0),(0,1)$, $(2,0),(1,1),(0,2), \ldots$
We compare the function values in some points. We see that the APA is good as well for $x>y$ as for $x<y$ (on a not too large neighbourhood of the origin), while other approximations, except $C A(1,1) /(1,1)$, are not. The reason is simple: $(1,1) /(1,0)$ fits the behaviour of $F$ if $x>y$ and $(1,1) /(0,1)$ fits the behaviour of $F$ if $y>x$. The success of the $(1,1)$ APA and the $C A(1,1) /(1,1)$ partially lies in their conservation of the symmetry of $F$.

|  | $\mathrm{N}_{\mathrm{c}}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| x |  | 0.05 | 0.25 | 0.25 | 0.65 | 0.65 |
| y |  | 0.25 | 0.05 | 0.45 | 0.45 | 0.85 |
| $F(x, y) \quad \frac{x e^{x}-y e^{y}}{x-y}$ |  | 1.342 | 1.342 | 1.924 | 2.697 | 3.718 |
| $\operatorname{LAB}^{1}(1,1) /(1,0) \frac{1+\frac{1}{2} x+y}{1-\frac{1}{2} x}$ | 6 | 1.308 | 7.343 | 1.800 | 2.630 | 3.222 |
| $\operatorname{LAB}^{1}(1,1) /(1,1) \quad \frac{1+\frac{1}{2}(x+y)-\frac{1}{4} x y}{1-\frac{1}{2}(x+y)+\frac{1}{4} x y}$ | 8 | 1.328 | 1.328 | 2.032 | 2.109 | 4.153 |
| $(1,1) \text { APA } \quad \frac{x+y+\frac{1}{2}\left(x^{2}+3 x y+y^{2}\right)}{x+y-\frac{1}{2}\left(x^{2}+x y+y^{2}\right)}$ | 10 | 1.344 | 1.344 | 1.958 | 2.887 | 4.455 |
| $\operatorname{CA}(1,1) /(1,1) \quad \frac{1+\frac{1}{2}(x+y)-\frac{1}{6} x y}{1-\frac{1}{2}(x+y)+\frac{1}{3} x y}$ | 8 | 1.344 | 1.344 | 1.936 | 2.742 | 3.819 |
| $\operatorname{HJA}(1,1) /(0,1) \quad \frac{1+x+\frac{1}{2} y}{1-\frac{1}{2} y}$ | 6 | 1.343 | 1.308 | 1.903 | 2.419 | 3.609 |
| $\text { KWA } 1 / 1 \quad \frac{1+\frac{1}{2} x+y}{1-\frac{1}{2} x}$ | 6 | 1.308 | 1.343 | 1.800 | 2.630 | 3.222 |

b) Now consider

$$
F: \mathbb{R}^{2} \rightarrow \mathbb{R}:\binom{x}{y} \rightarrow \sqrt{1+x+y}=1+\frac{x+y}{2}+\sum_{k=2}^{\infty}(-1)^{k-1} \frac{(2 k-3)!!}{2^{k} k!}(x+y)^{k}
$$

where $(2 k-3)!!=(2 k-3) \cdot(2 k-5) \ldots 5 \cdot 3.1$.
We calculate some approximants. For the LA we also give the interpolationset $E$ because the approximant depends on the chosen $E$.
The border of the domain of $F$ is nicely simulated by the poles of the ( $k, 1$ ) APA:

$$
y=-x-\frac{2 k+2}{2 k-1} \text { with } \lim _{k \rightarrow \infty} \frac{-2 k-2}{2 k-1}=-1
$$

| $(1,1)$ APA | $\frac{1+0.75(x+y)}{1+0.25(x+y)}$ |
| :---: | :---: |
| CA. $(1,1) /(1,1)$ | $\frac{1+0.75(x+y)-0.1875 x y}{1+0.25(x+y)-0.1875 x y}$ |
| HJA (1, 1)/ ( 1,0$)$ | $\frac{1+0.75 x+0.5 y-0.125 x y}{1+0.25 x}$ |
| $\operatorname{HJA}(1,1) /(0,1)$ | $\frac{1+0.5 x+0.75 y-0.125 x y}{1+0.25 y}$ |
| KWA 1/1 | $\frac{1+0.75(x+y)}{1+0.25(x+y)}$ |
| LA (1, 1)/(1, 1) | $\frac{1+0.75(x+y)-0.1875 x y}{1+0.25(x+y)-0.1875 x y}$ |
|  |  |
| LA (1, 1) / (1,0) | $\frac{1+0.75 x+0.5 y-0.125 x y}{1+0.25 x}$ |
| 56 |  |
| LA $(1,1) /(0,1)$ | $\frac{1+0.5 x+0.75 y-0.125 x y}{1+0.25 y}$ |
| $+$ |  |

We also compare the function values in some points and see that the (1,1) APA and the KWA $1 / 1$ are much more accurate than the other types of approximants that have the same operator-fitting ability.

|  | $(x, y)=(2,-1)$ | $(x, y)=(-0.4,-0.5)$ | $(x, y)=(2,-2)$ |
| :--- | :---: | :---: | :---: |
| F | 1.4142 | 0.3162 | 1.0000 |
| $(1,1)$ APA, KNA $1 / 1$ | 1.4000 | 0.4194 | 1.0000 |
| CA $(1,1) /(1,1), \operatorname{LA}(1,1) /(1,1)$ | 1.3077 | 0.3898 | 1.0000 |
| $\operatorname{HJA}(1,1) /(1,0), \operatorname{LA}(1,1) /(1,0)$ | 1.5000 | 0.4722 | 1.3333 |
| WJA $(1,1) /(0,1), \operatorname{LA}(1,1) /(0,1)$ | 2.0000 | 0.4571 | 2.0000 |

c) Let us take a look at

$$
F: \mathbb{R}^{2} \rightarrow \mathbb{R}:\left(\frac{x}{y}\right) \rightarrow 1+\frac{x}{0.1-y}+\sin (x y)
$$

We calculate some approximants $\frac{P_{\star}}{Q_{\star}}(x, y)$, their operator-fitting ability and the exact order of ( $F \cdot Q_{\star}-P_{\star}$ ).
If a Canterbury approximant is not uniquely determined we call it degenerate [30]. The interpolationset $E$ prescribed for the calculation of $L A B{ }^{1}(1,0) /(1,1)$, $\operatorname{LAB}^{1}(1,2) /(0,2), \operatorname{LAA}^{1}(2,1) /(0,2), \operatorname{LAB}^{1}(2,2) /(1,1)$ always supplied a system of linearly dependent equations. So we do not include these approximants here.
Next to the type of the approximant one can find some smal. 1 remarks. If several types provide the same rational function, they are grouped and then the multivariate pade approximant is given after the snall remarks.

We have also calculated an estinnte $\varepsilon_{r}$ of $\frac{\sup _{A}\left|F(x, y)-\frac{P_{\star}}{Q_{\star}}(x, y)\right|}{\sup _{A} \mid F(x, y)}$ which is a measure for the relative error made by approximating (sup $|F(x, y)| \simeq 10)$. When we compare $\varepsilon_{r}$ for the approximants $\frac{P_{\star}}{Q_{\star}}(x, y)$ that have the same operator-fitting ability, we renark that we can arrange them as follows from better to worse.

| $\mathrm{N}_{\mathrm{c}}$ |  | ${ }^{\varepsilon} \mathrm{r}$ |
| :---: | :---: | :---: |
| 6 | $\begin{aligned} & \operatorname{HJA}(1,1) /(0,1) \text { and } \operatorname{LA}(1,1) /(0,1) \\ & (1,1) \text { APA and KWA } 1 / 1 \\ & \operatorname{HAA}(1,1) /(1,0) \\ & \operatorname{HJA}(1,0) /(1,1) \text { and } \operatorname{LA}(1,0) /(1,1) \\ & \operatorname{HJA}(1,0) /(1,1) \end{aligned}$ | $\begin{aligned} & 0.06 \\ & 0.09 \\ & 0.73 \\ & 0.81 \\ & 90.1 \end{aligned}$ |
| 8-9 | ```HJA(1,2)/(0,2) and LA(1,2)/(0,2) (2,1) APA, KWA 2/1, CA(1,1)/(1,1), HJA(2,1)/(0,2) and LA(2,1)/ (0,2) KWA 1/2``` | $\begin{aligned} & 0.9 * 10^{-7} \\ & 0.06 \\ & 0.09 \end{aligned}$ |
| 13-14 | $\begin{aligned} & (3,1) \mathrm{APA}, \mathrm{KWA} 3 / 1, \mathrm{CA}(2,2) /(1,1) \text { and } \mathrm{LA}(2,2) /(1,1) \\ & (1,2) \mathrm{APA} \end{aligned}$ | $\begin{aligned} & 0.9 * 10^{-7} \\ & 0.07 \end{aligned}$ |


| Type | $\frac{P_{\star}}{Q_{\star}}(x, y)$ | ${ }^{\mathrm{N}} \mathrm{C}$ | F. $\mathrm{Q}_{\star} \mathrm{P}_{\star}$ |
| :---: | :---: | :---: | :---: |
| HJA $(1,1) /(1,0)$ | $1+10 x+101 x y$ | 6 | $0\left(x y^{2}\right)$ |
| HJA( 1,1 )/( 0,1 ) <br> HJA 2,1 ) / ( 0,2 ) <br> LA(1, 1)/(0,1) | degenerate <br> degenerate <br> no interpolationset E supplying a unique approximant $\frac{1+10 x+\alpha y+(101+10 \alpha) x y}{1+\alpha y} \quad \alpha=-\frac{1000}{10 T}$ | $\begin{aligned} & 9 \\ & 6 \end{aligned}$ | $\begin{aligned} & o\left(x y^{2}\right) \\ & o\left(x y^{2}\right) \\ & o\left(x y^{2}\right) \\ & o\left(x y^{3}\right) \end{aligned}$ |
| CA $(1,1) /(1,1)$ | degenerate $\frac{1+10 x+10(1-\alpha) y+a x y}{1+10(1-\alpha) y+(101 a-201) x y} \quad a=\frac{201}{101}$ | $8$ | $\begin{aligned} & o\left(x^{2} y, x y^{2}\right) \\ & o\left(x y^{3}\right) \end{aligned}$ |
| $\operatorname{LA}(2,1) /(0,2)$ $(2,1) \text { APA }$ <br> KWA 2/1 | $\frac{1+10 x-\frac{1000}{101} y+\frac{201}{101} x y}{1-\frac{100}{101} y}$ | $9$ | $O\left(x y^{3}\right)$ $\begin{aligned} & O\left(x y^{3}\right) \\ & O\left(x y^{3}\right) \end{aligned}$ |


| $\mathrm{HJA}(0,1) /(1,1)$ | degenerate $\frac{1-\left(\frac{101+\alpha}{10}\right) y}{1-10 x-\left(\frac{101+\alpha}{10}\right) y+a x y}$ | 6 | $o\left(x^{2}\right)$ for every a |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} \operatorname{HJA}(1,0) /(1,1) \\ \operatorname{LA}(1,0) /(1,1) \\ \frac{\downarrow}{+}:- \end{gathered}$ | $\frac{1+10 x}{1-101 x y}$ |  | $\begin{aligned} & O\left(x^{2} y\right) \\ & O\left(x^{2} y\right) \end{aligned}$ |
| KWA 1/1 <br> $(1,1)$ APA <br> KWA $1 / 2$ | $\frac{1+10 x-10.1 y}{1-10.1 y}$ |  | $\begin{aligned} & o\left(x y^{2}\right) \\ & o\left(x y^{2}\right) \\ & o\left(x y^{2}\right) \end{aligned}$ |
|  | no interpolationset E supplying a unique approximant $\begin{aligned} & \text { degenerate } \\ & \begin{array}{r} 1+10 x+\alpha y+(101+10 \alpha) x y+\beta y^{2}+(10 \beta+101 \alpha+1000) x y^{2} \\ 1+\alpha y+\beta y^{2} \end{array} \\ & \qquad a=-10, \beta=0 \end{aligned}$ |  | $O\left(x y^{3}\right)$ <br> $O\left(x y^{3}\right)$ <br> $O\left(x^{3} y^{3}\right)$ |



Remark the fact that the accuracy of Canterbury and Lutterodt approximants depends mainly on the chosen type of approximant, i.e. on the degrees of $x$ and $y$ in numerator and denominator; one can obtain a very accurate or a very bad approxinant with the same amount of work, because one cannot always tell from the first Taylor coefficients of F which degrees one should choose. And most of the times the only information one gets about the multivariate function are some Taylor coefficients. If the denominator of the Pade approximant equals $1-10 y$, then the rational function has the same poles as the given multivariate function $F$ and the only remaining terms in ( $F \cdot Q_{\star}-P_{\star}$ ) come from $\sin (x y)$. This explains the fact that $E_{r}$ diminishes tremendously for certain types of approximants $\left(0.9 * 10^{-7}\right)$.

### 7.4. Rationat approximations of multiple power series introduced by Hillion [28]

He also only considers double serjes because the extension to many variables is straightforward. We briefly repeat his definition of rational approximations.
Given the double series

$$
F(x, y)=\sum_{i, j=0}^{\infty} c_{i j} x^{i} y^{j}
$$

we introduce the polynonials

$$
\emptyset_{k, p}(x, y)=\left\{\begin{array}{l}
\sum_{\ell=0}^{k-p} c_{k-\ell, p+\ell} x^{k-\ell} y^{p+\ell}+\sum_{\ell=0}^{p-1}\left(c_{k, \ell} x^{k} y^{\ell}+c_{\ell, k} x^{\ell} y^{k}\right) \\
c_{k, k} x^{k} y^{k}+\sum_{\ell=0}^{k-1}\left(c_{k, \ell} x^{k} y^{\ell}+c_{\ell, k} x^{\ell} y^{k}\right) \quad \text { if } k \leq p
\end{array}\right.
$$

It is easy to see that for $p$ fixed

$$
\sum_{k=0}^{\infty} \emptyset_{k, p}(x, y)=F(x, y)
$$

The rational approximation $[n / m] p(x, y)$ is now defined by the e-algorithm

$$
\begin{array}{ll}
\varepsilon_{-1}^{(i, p)}=0 & i=0,1, \ldots \\
\varepsilon_{0}^{(i, p)}=\sum_{k=0}^{i} \phi_{k, p}(x, y) & i=0,1, \ldots \\
\varepsilon_{j+1}^{(i, p)}=\varepsilon_{j-1}^{(i+1, p)}+\frac{1}{\varepsilon_{j}^{(i+1, p)}-\varepsilon_{j}^{(i, p)}} \quad \begin{array}{l}
j=0,1, \ldots \\
{[n / m] p} \\
(x, y)=\varepsilon_{2 m}^{(n-m, p)}
\end{array}
\end{array}
$$

If we take $p=0$ we obtain precisely the ( $n, m$ ) APA. The applicability of the -algorithm for the calculation of the ( $n, m$ ) APA was proved in $\$ 7$. of chapter $I$.
§ 8. BETA FUNCTION
8.1. Introduction

The Beta function is an example which has also been studied by the Canterbury group [25] and by Levin [35]. We will compare our results with theirs. The Beta function may be defined by

$$
B(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}
$$

where $I$ is the Gamma function. Singularities occur for $x=-k$ and $y=-k(k=0,1,2, \ldots)$ and zeros for $y=-x-k(k=0,1,2, \ldots)$.
We write

$$
B(x, y)=\frac{A(x-1, y-1)}{x y}
$$

with

$$
A(u, v)=1+u v f(u, v)
$$

The coefficients in the Taylor series expansion of $f(u, v)$ have been calculated by the first method suggested in [25]. We will calculate some ( $n, m$ ) APA $\frac{P}{Q}(u, v)$ for $f(u, v)$ and compute
$\frac{1+(x-1)(y-1) \frac{P}{Q}(x-1, y-1)}{x y}$
as an approximation for $B(x, y)$. Also we will compare the singularities and zeros of $\left[1+(x-1)(y-1) \frac{P}{Q}(x-1, y-1)\right] / x y$ with those of $B(x, y)$. The numerical values of the APA can easily be calculated via the $\varepsilon$-algorithm, while the coefficients in numerator and denominator can be calculated by solving a linear system whose matrix has low displa-cement-rank.
Let us first take a look at the computational effort it takes for the calculation of a certain approximant. We denote by $N_{f}$ the number of coefficients in the Taylor series of $f$ which we shall need for the computation of the approximant; $N_{u}$ still denotes the number of unknown coefficients in the homogeneous system.
For a HJA $(n, n) /(m, m)$ :
$N_{u}=(m+1)^{2}$
$N_{f}^{u}=(m+1)^{2}+(n+1)^{2}+2 \min (n, m)-1$
For an ( $n, m$ ) APA:
for $n m>0: N_{u}=[(n m+m+1)(n m+m+2)-n m(n m+1)] / 2$
for $n m=0: N_{u}=(m+2)(m+1) / 2$
$N_{f}=(n+m+1)(n+m+2) / 2$

The rational functions which Levin used for the approximation of the Beta function, were of the following type

$$
\sum_{j=0}^{n_{1}} x^{j} \frac{\sum_{i=0}^{n_{2}} a_{i j} y^{i}}{\sum_{i=0}^{n_{2}} \beta_{i j} y^{i}}+\sum_{j=0}^{n_{1}} y^{j} \frac{\sum_{i=0}^{n_{2}} p_{i j} x^{i}}{\sum_{i=0}^{n_{2}} q_{i j} x^{i}}
$$

$$
\sum_{i=0}^{m} \sum_{j=0}^{m} a_{i j} x^{i} y^{j}
$$

and we shall denote them by $\left[\left(n_{1} ; n_{2}\right) / m\right]_{r}$ because for their computation:

$$
\begin{aligned}
& N_{u}=(m+1)^{2}+\left(n_{2}+1\right)\left(n_{1}+1\right) \\
& N_{f}=2\left(2 n_{2}+1\right)\left(n_{1}+1\right)-\left(n_{1}+1\right)^{2}+\left[\max \left(0, m+r-n_{1}\right)\right]^{2}-1
\end{aligned}
$$

(for more details see [35]).
Using the prong-method [30] the homogeneous system of equations for the calculation of $\operatorname{HJA}(n, n) /(m, m)$ can be solved in $O\left[m^{2}\left(2 m^{2}+2 m-1\right)\right]$ operations.
Exploiting the fact that the matrix of the homogeneous system of equations has low displacement-rank $a(H)$, the denominator of the ( $n, m$ ) APA can be calculated in $O\left(\alpha(H) N_{e}^{2}\right)$, so at most in $\left.O \frac{m+2}{4}((n m+n+m+2)(n m+n+m+1)-(n m+n+2)(n m+n+1))^{2}\right]$ operations. But the calculation of a function value of the ( $n, m$ ) APA can via the $\varepsilon$-algorithm already be performed in $O\left[(n+m)^{2}+m^{2}\right]$ operations and we prefer this method to the solution of the system.
The solution of the homogeneous system for the calculation of $\left[\left(n_{1} ; n_{2}\right) / m\right] r$ involves $\left.0(m+1)^{6}+\left(n_{2}+1\right)^{2}\left(n_{1}+1\right)\right]$ operations because each system in the $q_{i j}$ has a Toeplitz structure.
After comparison of the $N_{f}, N_{u}$ and the computational effort we decided to compare (see also [35]) the munerical values of

$$
\begin{aligned}
& (8,4) \text { APA with }[(4 ; 5) / 2]_{3} \text { and } \operatorname{HJA}(7,7) /(3,3) \\
& (4,4) \text { APA with }[(3 ; 3) / 1]_{1} \text { and } \operatorname{CA}(3,3) /(3,3) \\
& (8,3) \text { APA with }[(2 ; 5) / 2]_{2} \text { and } \operatorname{HJA}(7,7) /(2,2)
\end{aligned}
$$

We shall also give the trajectories of the poles and zeros of some Canterbury approximants and some abstract Padé approximants (Levin did not draw any figures illustrating the situation of poles and zeros).
It is easy to see that the APA can produce better results than the HJA and the CA, e.g, for $(x, y)=(-0.75,-0.75)$, and that they can also produce better results than the approximants Levin used, e.g. for $(x, y)=(0.50,0.50)$. They are most accurate for $(u, v)=(x-1, y-1)$ not too far from the origin.

We compare the numerical values of the approximant with the exact values of $B(x, y)$ at various points.

| ( $\mathrm{x}, \mathrm{y}$ ) | $(-0.75,-0.75)$ | $(-0.50,-0.50)$ | $(-0.25,-0.25)$ | $(0.25,0.25)$ | (0.50,0.50) | $(0.75,0.75)$ | $(-1.75,1.75)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathrm{B}(x, y) \\ & 1(4 ; 5) / 21_{3} \\ & \mathrm{HJA}(7,7) /(3,3) \\ & (8,4) \mathrm{APA} \end{aligned}$ | $\begin{aligned} & 9.88839829 \\ & 9.888 \\ & 9.820 \\ & 9.884 \end{aligned}$ | $\left\lvert\, \begin{aligned} & 0 . \\ & -0.00021 \\ & -0.0010 \\ & -0.00006 \end{aligned}\right.$ | $\begin{aligned} & -6.77770467 \\ & -6.777755 \\ & -6.77774 \\ & -6.777705 \end{aligned}$ | $\begin{aligned} & 7.41629871 \\ & 7.41629594 \\ & 7.41629871 \\ & 7.41629871 \end{aligned}$ | $\begin{aligned} & 3.14159265 \\ & 3.14159248 \\ & 3.14159265 \\ & 3.14159265 \end{aligned}$ | $\begin{aligned} & 1.694426166 \\ & 1.69442616 \\ & 1.69442617 \\ & 1.69442617 \end{aligned}$ | $\begin{array}{r} 1 . \\ 0.0186 \\ 0.0016 \\ -0.0351 \end{array}$ |
| ( $x, y$ ) | $(-0.75,-0.75)$ | $(-0.50,-0.50)$ | $(-0.25,-0.25)$ | (0.25,0.25) | (0.50,0.50) | $(0.75,0.75)$ | $(0.75,0.25)$ |
| $\begin{aligned} & \mathrm{B}(x, y) \\ & {[(3 ; 3) / 1]_{1}} \\ & \mathrm{CA}(3,3) /(3,3) \\ & (4,4) A P A \end{aligned}$ | $\begin{aligned} & 9.88839829 \\ & 9.94 \\ & 7.0 \\ & 8.38 \end{aligned}$ | $\left\lvert\, \begin{aligned} & 0 . \\ & -0.03 \\ & -0.14 \\ & -0.13 \end{aligned}\right.$ | $\begin{aligned} & -6.77770467 \\ & -6.794 \\ & -6.787 \\ & -6.802 \end{aligned}$ | $\begin{aligned} & 7.41629871 \\ & 7.416229 \\ & 7.416310 \\ & 7.416281 \end{aligned}$ | 3.14159265 <br> 3.14159242 <br> 3.14159269 <br> 3.14159263 | $\begin{aligned} & 1.694426166 \\ & 1.69442617 \\ & 1.69442617 \\ & 1.69442617 \end{aligned}$ | $\begin{aligned} & 4.44288293 \\ & 4.442883 \\ & 4.442883 \\ & 4.442883 \end{aligned}$ |
| ( $\mathrm{x}, \mathrm{y}$ ) | $(-0.75,-0.75)$ | $(-0.50,-0.50)$ | $(-0.25,-0.25)$ | (0.25,0.25) | (0.50,0.50) | (0.75,0.75) | $(1.75,-0.75)$ |
| $\begin{aligned} & \mathrm{B}(x, y) \\ & {[(2 ; 5) / 2]_{2}} \\ & \mathrm{HJA}(7,7) /(2,2) \\ & (8,3) \text { APA } \end{aligned}$ | $\begin{aligned} & 9.88839829 \\ & 9.86 \\ & 9.3 \\ & 9.74 \end{aligned}$ | $\begin{aligned} & 0 . \\ & -0.003 \\ & -0.014 \\ & -0.006 \end{aligned}$ | $\begin{aligned} & -6.77770467 \\ & -6.7783 \\ & -6.7783 \\ & -6.7783 \end{aligned}$ | $\begin{aligned} & 7.41629871 \\ & 7.41629639 \\ & 7.41629881 \\ & 7.41629862 \end{aligned}$ | 3. 14159265 <br> 3.14159252 <br> 3.14159265 <br> 3.14159265 | $\begin{aligned} & 1.694426166 \\ & 1.69442617 \\ & 1.69442617 \\ & 1.69442617 \end{aligned}$ | $\begin{aligned} & -4.44288293 \\ & -4.4428 \\ & -4.4421 \\ & -4.4442 \end{aligned}$ |

### 8.3. Figures

The pattern of singularities and zeros of the Beta function $B(x, y)$ itself is shown in figure II.8.7.


Figure II.8.1.
The situation of poles and zeros of $\mathrm{CA}(2,2) /(2,2)$ and $\mathrm{HJA}(7,7) /(2,2)$ is illustrated in the figures II. 8.2 and II. 8.3 respectively. The poles and zeros of $(0,2)$ APA, ( 2,2 )APA and (7,1)APA are drawn in the figures II.8.4, II.8.5a-b and II.8.6a-b respectively. In both cases we remark that the vertical, horizontal and diagonal lines are nicely simulated.


Figure II.8.2.


Figure II.8.3.


Figure II.8.4.: poles


Figure II. 8.5a.: poles


Figure II.8.6a.: poles


Figure II.8.5b.: zeros


Figure I1.8.6b.: zeros
§ 1. INTRODUCTION

Several types of nonlinear operator equations

$$
F(x)=0
$$

will be considered. Iterative methods for the solution of those operator equations are introduced and discussed in $\S 2$. and $\S 3$. Starting from an approximation $x_{0}$ for a root $x^{\star}$ of $F$, a sequence of further approximations $\left\{x_{i}\right\}$ is constructed in such a way that $x_{i+1}$ is computed by means of $x_{i}$. The well-known Newton- and Chebyshev-iteration [ 41 pp. 205] are special cases. Among others, an interesting new iterative procedure which we shall call the Halley-iteration, is constructed.
Afterwards systems of nonlinear equations, initial value problems, boundary value problems, partial differential equations and nonlinear integral equations are respectively treated in the paragraphs $4,5,6,7$ and 8 . We will remark that in the neighbourhood of singularities iterative procedures that are derived from solutions of the Pade approximation problem of order ( $n, m$ ) with $m>0$ (cfr. Halley's method) are more suitable than those where $m=0$. Finally the numerical stability of the Halley-iteration for the solution of a system of nonlinear equations will be discussed in paragraph 9.

## § 2. INVERSE INTERPOLATION

Consider the nonlinear operator $F: X \rightarrow Y$ where again $X$ is a Banach space and $Y$ is a commative Banach algebra. Suppose we want to $f$ ind $x^{\star}$ in $X$ such that

$$
F\left(x^{\star}\right)=0
$$

Let $F$ be abstract analytic in a neighbourhood $U$ of $x^{\star}$ and let $x^{\star}$ be a simple root of $F$, in other words let $\mathrm{F}^{\prime}\left(\mathrm{x}^{\star}\right)^{-1}$ exist and be a bounded linear operator. Then there is a neighbourhood $V$ of 0 such that the inverse operator $G: V \subset Y \rightarrow U \subset X$ exists and is abstract analytic in V [ 6 pp. 299-301].
By means of solutions of the Pade approximation problem for the inverse operator $G$ ( X must be a commutative Banach algebra then), we can construct iterative methods to find $x^{\star}$ (inverse interpolation).
By $F_{i}^{\prime}$ and $F_{i}^{\prime \prime \prime}$ we mean respectively the first and second Fréchet-derivative of $F$ at $x_{i}$. Let $F_{i}=F\left(x_{i}\right)=y_{i}$ and $G\left(y_{i}\right)=x_{i}$. We know that $G(0)=x^{\star}$ and that $G$ is analytic in a neighbourhood of 0 ; so we can write [ 41 pp . 205]

$$
\begin{equation*}
G(y)=G\left(y_{i}\right)+F_{i}^{\prime-1}\left(y-y_{j}\right)-\frac{1}{2} F_{i}^{\prime-1}\left(F_{i}^{\prime \prime} F_{i}^{\prime-1}\right)\left(y-y_{i}\right)^{2}+\ldots \tag{III.2.1}
\end{equation*}
$$

where $\left(F_{i}^{\prime \prime} F_{i}^{\prime-1}\right)\left(y-y_{i}\right)^{2}$ is the bilinear operator $F_{i}^{\prime \prime}$ evaluated in $\left(F_{i}^{\prime-1}\left(y-y_{i}\right), F_{i}^{\prime-1}\left(y-y_{i}\right)\right)$. If we calculate a solution ( $\mathrm{P}_{\mathrm{i}}, \mathrm{Q}_{\mathrm{i}}$ ) of the Pade approximation problem of order ( $n, m$ ) for $G$ in $y_{i}$, we could iterate

$$
x_{i+1}=\left(\frac{1}{Q_{i}} \cdot P_{i}\right)(0) \text { or }\left(\frac{1}{Q_{\star i}} \cdot p_{\star i}\right)(0)
$$

where $\frac{1}{Q_{\star i}} . P_{\star i}$ is a reduced rational form of $\frac{1}{Q_{i}} . P_{i}$.
Observe that the well-known Newton-iteration results from approximating the series (III.2.1) by its first two terms, i.e. a solution of the Pade approximation problem of order ( 1,0 ) for $G$ :

$$
\begin{equation*}
x_{i+1}=x_{i}+a_{i} \text { where } a_{i}=-F_{i}^{-1} F_{i} \tag{III.2.2}
\end{equation*}
$$

The $(0,1)$ Pade approximation problem gives the following iterative method:

$$
\begin{equation*}
x_{i+1}=x_{i}^{2} /\left(x_{i}-a_{i}\right) \tag{III.2.3}
\end{equation*}
$$

where the multiplication and division are those in the commutative Banach algebra $X$. The first three terms in (III.2.1), which form in fact a solution of the (2,0) Pade approximation problem, could also be used to approximate $x^{\star}$, giving the next iteration:

$$
\begin{equation*}
x_{i+1}=x_{i}+a_{i}-\frac{1}{2} F_{i}^{-1} F_{i}^{\prime \prime} a_{i}^{2} \tag{III.2.4}
\end{equation*}
$$

The iteration (III.2.4) is known as Chebyshev's method for the solution of operator equations.
Another way to approximate $x^{\star}$ is to use a solution of the ( 1,1 ) Pade approximation problem for the series in (III.2.1):

$$
\begin{equation*}
x_{i+1}=x_{i}+\frac{a_{i}^{2}}{a_{i}+\frac{1}{2} F_{i}^{\prime-1} F_{i}^{\prime \prime} a_{i}^{2}} \tag{III.2.5}
\end{equation*}
$$

which is a generalization of a formula of Frame [18] and a rediscovery of the Halleycorrection, now for operator equations. If $F_{i}^{\prime-1} F_{i}^{\prime \prime} a_{i}^{2}=a_{i} \cdot L a_{i}$ for a bounded linear operator $L$, then (III.2.5) reduces to:

$$
x_{i+1}=x_{i}+\frac{a_{i}}{I+\frac{1}{2} L a_{i}}
$$

where $I$ is now the unit for the multiplication in the Banach algebra $X$. If $X=\mathbb{R}=X$ this reduction can always be performed and (III.2.5) then results in the classical Halley-iteration. The iterative procedure (III.2.5) is closely related to the method of tangent hyperbolas [ $39 \mathrm{pp}, 188$ ]:

$$
x_{i+1}=x_{i}-\left\{F_{i}^{\prime}+\frac{1}{2} F_{i}^{\prime \prime} a_{i}\right\}^{-1} F_{i}
$$

which can also be written as

$$
x_{i+1}=x_{i}+\left\{I_{x}+\frac{1}{2} F_{i}^{-1} F_{i}^{\prime \prime} a_{i}\right\}^{-1} a_{i}
$$

where $I_{x}: X \rightarrow X: X \rightarrow X$ is the identity. This second formulation shows the interrelation with (IIT.2.5): the operator $\left\{I_{x}+\frac{1}{2} F_{i}^{\prime-1} F_{i}^{\prime \prime} a_{i}\right\}$ is evaluated in $a_{i}$, the vector $a_{i}$ is multiplied by $a_{i}$ and those two vectors are divided in order to avoid the inversion of $\left\{X_{x}+\frac{1}{2} F_{i}^{-1} F_{i}^{\prime \prime a_{i}}\right\}$. This technique is similar to a method introduced by Altman to avoid the inversion of matrices in a procedure to solve a system of nonlinear equations. One of the main drawbacks to the use of ( $n, m$ ) Pade approximants is the computational cost of evaluating higher derivatives of $F$. However, in some cases these derivatives can be computed quite easily, e,g. if $F$ satisfies a certain differential equation (so
that the derivatives can be computed from this equation rather than from $F$ itself) or if F is a composition of polynomial, trigonometric or exponential functions.
Let us now suppose that the iterative procedure chosen for the calculation of a simple root $x^{\star}$ of $F$ is convergent, i.e. $\lim _{i \rightarrow \infty} x_{i}=x^{\star}$ or equivalently $\lim _{i \rightarrow \infty}\left\|x_{i}-x^{\star}\right\|=0$.
Definition III.2.1.:
An iterative procedure which calculates $x_{i+1}$ by means of $x_{i}$
is of order $p$ if for all $i$, there exist integers $p_{1} \geq 0$ and
$\mathrm{p}_{2}>0$ and there exist multilinear operators
$E_{p_{1}} \in L\left(X^{p_{1}}, Y\right)$ and $E_{p_{2}} \in L\left(X^{p_{2}}\right.$, $\left.Y\right)$ with
$E_{p_{1}}\left(x-x_{i}\right)^{p_{1}} \neq 0$ such that
$\left[E_{p_{1}}\left(x^{\star}-x_{i}\right)^{p_{1}}\right] \cdot\left(x^{\star}-x_{i+1}\right)=E_{p_{2}}\left(x^{\star}-x_{i}\right)^{p_{2}}$ and $p=p_{2}-p_{1}$.
In classical definitions of order of an iterative process, the factor $E_{p_{1}}\left(x^{\star}-x_{i}\right)^{p}{ }_{1}$ on the left hand side is missing.
Its presence here is due to $\partial_{0} P_{i}$ and $\partial_{0} Q_{i}$ or $\partial_{0} P_{\star i}$ and $\partial_{0} Q_{\star i}$ in the abstract Pade approximation problem; this will be made clearer in the next theorem. Nevertheless this definition is an extension of the well-known definition [ 38 pp . 148] because for $p_{1}=0$ and $E_{0}$ regular in $X$ we can prove that there exist $J_{i}$ in $\mathbb{R}_{0}^{+}$such that

$$
\left\|x^{\star}-x_{i+1}\right\| \leq \tilde{J}_{i}\left\|x^{\star}-x_{i}\right\|^{p}
$$

We will now use the notation $\frac{1}{Q_{\star}}$. $P_{\star}$ for a representant of the rational operators that can be formed with the elements ${ }^{i}\left(P_{i}, Q_{i}\right)$ and $\left(P_{\star i}, Q_{\star i}\right)$ of the ( $n, m$ ) abstract Pade approximant for $G$ in $y_{i}$, which is an equivalence class.

Theorem III. 2.1.:

The order of the iterative procedure $x_{i+1}=\left(\frac{1}{Q_{\star i}} \cdot P_{\star i}\right)$ (0) is at least $n m+n+m+1-\partial_{0} Q_{i}$ if $D\left(T_{t_{0}}\right) \neq \emptyset$ where $T$ is such that $P_{i}=p_{\star i} * T, Q_{i}=Q_{\star}{ }_{i} \cdot T$ and $t_{0}=\partial_{0} T$.

Proof:
Because of theorem 1.5 .4 we can write

$$
\left(G \cdot Q_{\star i}-P_{\star i}\right)(y)=O\left(\left(y-y_{i}\right)^{n m+n+m+1-t_{0}}\right)
$$

$$
\text { where } Q_{\star i}(y)=\sum_{j=\partial_{0} Q_{\star i}}^{\partial Q_{\star i}} B_{\star j}\left(y-y_{i}\right)^{j}
$$

For $y=0$ we have, since $G(0)=x^{\star}$ and $x_{i+1}=\left(\frac{1}{Q_{\star i}} \cdot P_{\star i}\right)(0)$ :

$$
Q_{\star i}(0) \cdot\left(x^{\star}-x_{i+1}\right)=\left(G \cdot Q_{\star i}-p_{\star i}\right)(0) .
$$

Let $p_{2}=\partial_{0}\left(G \cdot Q_{\star i} p_{\star j}\right) \geq n m+n+m+1-t_{0}$ and $p_{1}=\partial_{0} Q_{\star i}$. Since $x^{*}$ is a simple root, $G$ is sufficiently differentiable in a neighbourhood of 0 containing the line segment joining the points 0 and $y_{i}$ and so via Taylor's theorem [ 41 pp . 124]

$$
\begin{aligned}
& \left(G \cdot Q_{\star i}-P_{\star i}\right)(0)=\int_{0}^{1} \frac{(1-\theta)^{p_{2}-1}}{\left(p_{2}-1\right)!}\left(G \cdot Q_{\star i}-p_{\star i}\right)^{\left(p_{2}\right)}\left((1-\theta) y_{i}\right)\left(-y_{i}\right)^{p_{2}} d t \\
& =D_{p_{2}}\left(-y_{i}\right)^{p_{2}} \\
& Q_{\star i}(0)=f_{0}^{1} \frac{(1-\theta)^{p_{1}-1}}{\left(p_{1}-1\right)!} Q_{\star i}\left(p_{1}\right)\left((1-\theta) y_{i}\right)\left(-y_{i}\right)^{p_{1}} d t \\
& =D_{p_{1}}\left(-y_{i}\right)^{p_{1}}
\end{aligned}
$$

for certain multilinear operators
$D_{P_{1}} \in L\left(Y^{p_{1}}, X\right)$ and $D_{p_{2}} \in L\left(Y^{p_{2}}, X\right)$.
Now $-y_{i}=F\left(x^{*}\right)-F\left(x_{i}\right)$

$$
\begin{aligned}
& =\left\{\int_{0}^{1} F^{\prime}\left(\theta x^{\star}+(1-\theta) x_{i}\right) d \theta\right\}\left(x^{\star}-x_{i}\right) \\
& =L\left(x^{\star}-x_{i}\right)
\end{aligned}
$$

with $L$ a linear operator and thus

$$
\left[E_{p_{1}}\left(x^{*}-x_{i}\right)^{p_{1}}\right] \cdot\left(x^{*}-x_{i+1}\right)=E_{p_{2}}\left(x^{*}-x_{i}\right)^{p_{2}}
$$

with $E_{p_{1}}\left(x^{\star}-x_{i}\right)^{p_{1}}=D_{p_{1}}\left(L\left(x^{\star}-x_{i}\right)\right)^{p_{1}}$ and
$E_{p_{2}}\left(x^{\star}-x_{i}\right)^{p_{2}}=D_{p_{2}}\left(L\left(x^{\star}-x_{i}\right)\right)^{p_{2}}$.

If we write $p=p_{2}-p_{1}$ then $p \geq n m+n+m+1-t_{0}-\partial_{0} Q_{i}=n m+n+m+1-\partial_{0} Q_{i}$ because $\partial_{0} Q_{i}+t_{0}=\partial_{0} Q_{i}$.

Using theorem III. 2.1 we see that
Newton's method has order 2
iteration (III.2.3) has order 2
Chebyshev's method has order 3
Halley's method has order 3
According to definition III.2.1 the method of tangent hyperbolas is also of order 3 .

## § 3. DIRECT INTERPOLATION

Since $F$ is analytic in a neighbourhood of $x^{\star}$ containing the approximants $x_{i}$, we can approximate $F$ by $\frac{1}{Q_{i}} \cdot P_{i}$ or $\frac{1}{Q_{\star i}} . P_{\star i}$ where $\left(P_{i}, Q_{i}\right)$ is a solution of the Pade approximation problem of order ( $n, m$ ) for $F$ in $x_{i}$. We then calculate $x_{i+1}$ such that $P_{i}\left(x_{i+1}\right)=0$ or $p_{\star_{i}}\left(x_{i+1}\right)=0$ and iterate (direct interpolation).
Let us again take a look at the iterative procedures we obtain if $n+m \leq 2$ and $n>0$. First of all we write down the Taylor series expansion

$$
\begin{equation*}
F(x)=F\left(x_{i}\right)+F_{i}^{\prime}\left(x-x_{i}\right)+\frac{1}{2} F_{i}^{\prime \prime}\left(x-x_{i}\right)^{2}+\ldots \tag{III.3.1}
\end{equation*}
$$

The use of the $(1,0)$ Pade approximation problen gives

$$
F_{i}+F_{i}^{\prime}\left(x_{i+1}-x_{i}\right)=0
$$

or equivalently

$$
x_{i+1}=x_{i}-F_{i}^{\prime-1} F_{i}
$$

which is precisely Newton's method.
When we use a solution of the $(2,0)$ Pade approximation problem we obtain

$$
F_{i}+F_{i}^{\prime}\left(x_{i+1}-x_{i}\right)+\frac{1}{2} F_{i}^{\prime \prime}\left(x_{i+1}-x_{i}\right)^{2}=0
$$

so that we have to solve a quadratic operator equation. As indicated in [42], solving such an equation is a quite complicated matter; moreover, the choice of $x_{i+1}$ among distinct solutions of the quadratic equation is also a problem.
However, an approximate solution $\bar{x}_{i+1}$ can be obtained in the following way $[16]$.
The root of the quadratic equation satisfies

$$
x_{i+1}=x_{i}-F_{i}^{\prime-1} F_{i}-\frac{1}{2} F_{i}^{\prime-1} F_{i}^{\prime \prime}\left(x_{i+1}^{-x_{i}}\right)^{2}
$$

If in the righthand side $x_{i+1}-x_{i}$ is approximated by the Newton-correction $a_{i}$, we have an approximation for $x_{i+1}$ which is precisely a Chebyshev-iterationstep

$$
\bar{x}_{i+1}=x_{i}+a_{i}-\frac{1}{2} F_{i}^{-1} F_{i}^{\prime \prime} a_{i}^{2}
$$

Another way to express $x_{i+1}$ is

$$
x_{i+1}=x_{i}-\left\{F_{i}^{i+1}+\frac{1}{2} F_{i}^{\prime \prime}\left(x_{i+1}-x_{i}\right)\right\}^{-1} F_{i}
$$

If again in the righthand side $x_{i+1}{ }^{-x_{i}}$ is approximated by $a_{i}[15]$ we get

$$
\bar{x}_{i+1}=x_{i}-\left\{F_{i}^{\prime}+\frac{1}{2} F_{i}^{\prime \prime} a_{i}\right\}^{-1} F_{i}
$$

which is the method of tangent hyperbolas.
A solution of the $(1,1)$ Pade approximation problem for $F$ in $x_{i}$ is

$$
\left(P_{i}, Q_{i}\right)=\left(F_{i} F_{i}^{\prime}\left(x-x_{i}\right)+\left[F_{i}^{\prime}\left(x-x_{i}\right)\right]^{2}-\frac{1}{2} F_{i} F_{i}^{\prime \prime}\left(x-x_{i}\right)^{2}, F_{i}^{\prime}\left(x-x_{i}\right) \frac{1}{2} F_{i}^{\prime \prime}\left(x-x_{i}\right)^{2}\right)
$$

where the multiplication is now the one defined in the Banach algebra $x$.
If $x_{i+1}$ is such that $P_{i}\left(x_{i+1}\right)=0$, we have to solve

$$
F_{i}+F_{i}^{\prime}\left(x_{i+1}-x_{i}\right)=\frac{1}{2} \frac{F_{i} \cdot F_{i}^{\prime \prime}\left(x_{i+1}-x_{i}\right)^{2}}{F_{i}^{\prime}\left(x_{i+1}-x_{i}\right)}
$$

If we approximate in the righthand side $x_{i+1}-x_{i}$ by $a_{i}$ we get the approximate solution

$$
\bar{x}_{i+1}=x_{i}+a_{i}-\frac{1}{2} F_{i}^{\prime-1} F_{i}^{\prime \prime} a_{i}^{2}
$$

which is again Chebyshev's method.
If $F_{i}^{\prime \prime}\left(x-x_{i}\right)^{2}=\left(F_{i}^{\prime} \otimes L\right)\left(x-x_{i}\right)^{2}$ for a certain linear operator $L$, then $\frac{1}{Q_{i}} \cdot P_{i}$ can be reduced to

$$
\left(\frac{1}{Q_{\star i}} \cdot P_{\star i}\right)(x)=\frac{F_{i}+F_{i}^{\prime}\left(x-x_{i}\right)-\frac{1}{2} F_{i} \otimes L\left(x-x_{i}\right)}{I-\frac{1}{2} L\left(x-x_{i}\right)}
$$

Remark again that for $X=\mathbb{R}=Y$ this reduction can always be performed. If $x_{i+1}$ is such that $P_{*_{i}}\left(x_{i+1}\right)=0$, then

$$
x_{i+1}=x_{i}-\left\{F_{i}^{\prime}-\frac{1}{2} F_{i} \otimes L\right\}^{-1} F_{i}
$$

where now $\left(F_{i}^{\prime}-\frac{1}{2} F_{i} \otimes L\right)=F_{i}^{\prime}+\frac{1}{2}\left(F_{i}^{\prime} a_{i}\right) \otimes L=F_{i}^{\prime}+\frac{1}{2} F_{i}^{\prime \prime} a_{i}$. So we have again the method of tangent hyperbolas.
We must conclude that the methods derived by direct interpolation are either too complicated (when we calculate the exact solution $x_{i+1}$ ) or similar to methods of $\$ 2$. (when we calculate an approximate solution $\bar{x}_{i+1}$ ). This justifies the fact that we will only use iterative procedures from $\S 2$. for the solution of the different nonlinear operator equations.

## § 4. SYSTEMS OF NONLINEAR EQUATIONS

If we want to solve a system of $p$ nonlinear equations in $p$ real variables

$$
F(x)=\left(\begin{array}{cc}
f_{1}\left(x_{1}, \ldots, x_{p}\right) \\
\vdots & \\
f_{p}\left(x_{1}, \ldots, x_{p}\right)
\end{array}\right)=0
$$

then $X=\mathbb{R}^{p}=Y$ and the multiplication in $X$ and $Y$ is performed component-wise with $I=(1, \ldots, 1)$ in $\mathbb{R}^{p}$. The successive approximations $x_{i}$ in an iterative procedure are vectors in $\mathbf{R}^{p}$. The operator $F_{i}^{\prime}$ is represented by the Jacobian matrix

$$
F_{i}^{*}=\left.\left(\begin{array}{ccc}
\frac{\partial f_{1}(x)}{\partial x_{1}} & \frac{\partial f_{1}(x)}{\partial x_{2}} & \cdots \\
\vdots & & \frac{\partial f_{1}(x)}{\partial x_{p}} \\
\frac{\partial f_{p}(x)}{\partial x_{1}} & \cdots & \frac{\partial f_{p}(x)}{\partial x_{p}}
\end{array}\right)^{\frac{1}{x}=x_{i}}\right|_{x}
$$

and the operator $F_{i}^{\prime \prime}$ by the hypermatrix

$$
\begin{aligned}
& \text { with } \frac{\partial^{2} f_{\ell}(x)}{\partial x_{j} \partial x_{k}}=\frac{\partial^{2} f_{\ell}(x)}{\partial x_{k} \partial x_{j}} \text { for } j, k, \ell=1, \ldots, p \text {. }
\end{aligned}
$$

Let us compare the numerical effort per iterationstep for the different iterative procedures.
Iteration (III.2.3) and Newton's method both solve one system of linear equations

$$
F_{i}^{\prime} a_{i}=-F_{i}
$$

and combine $x_{i}$ and $a_{i}$ to find $x_{i+1}$.
Chebyshev's method, Halley's method and the method of tangent hyperbolas each solve two systems of linear equations

$$
\left.\left.\begin{array}{ll}
\text { Chebyshev: } & \left\{\begin{array}{l}
F_{i}^{\prime} a_{i}=-F_{i} \\
F_{i}^{\prime} b_{i}=F_{i}^{\prime \prime} a_{i}^{2}
\end{array}\right. \\
& x_{i+1}=x_{i}+a_{i}-\frac{1}{2} b_{i}
\end{array}\right\} \begin{array}{l}
F_{i}^{\prime} a_{i}=-F_{i} \\
F_{i}^{\prime} b_{i}=F_{i}^{\prime \prime} a_{i}^{2}
\end{array}\right] \begin{aligned}
& x_{i+1}=x_{i}+\frac{a_{i}^{2}}{a_{i}+\frac{1}{2} b_{i}} \\
& \text { Tangent hyperbolas: }\left\{\begin{array}{l}
F_{i}^{\prime} a_{i}=-F_{i} \\
\left(F_{i}^{\prime}+\frac{1}{2} F_{i}^{\prime \prime} a_{i}\right) b_{i}=-F_{i}
\end{array}\right. \\
& x_{i+1}=x_{i}+b_{i}
\end{aligned}
$$

However, for the first two methods these systems have the same coefficient matrix $F_{i}$ so that the elimination part of the Gauss-method has only to be performed once, while the third method requires the solution of linear systems with matrices $F_{i}^{\prime}$ and $F_{i}^{\prime}+\frac{1}{2} F_{i}^{\prime \prime} a_{i}$ so that the entire Gauss-method has to be performed twice. If we use the $\varepsilon$-algorithm for the calculation of the next iterationstep in Halley's method, we also have to solve two 1 inear systems of equations:
$\varepsilon_{0}^{(0)}=x_{i}$

$$
\varepsilon_{i}^{(0)}=a_{i}^{-1}
$$

$\varepsilon_{0}^{(1)}=x_{i}+a_{i}$

$$
\varepsilon_{2}^{(o)}=x_{i}+a_{i}-\left[a_{i}^{-1}+2 b_{i}^{-1}\right]^{-1}=x_{i+1}
$$

$$
\varepsilon_{1}^{(1)}=-2 b_{i}^{-1}
$$

$\varepsilon_{0}^{(2)}=x_{i}+a_{i}-\frac{1}{2} b_{i}$
Let us now compare the numerical results for the solution of a system of nonlinear equations where the inverse operator $G$ has singularities in the neighbourhood of 0 . Consider

$$
F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}:\binom{x}{y} \rightarrow\binom{\exp (-x+y)-0.1}{\exp (-x-y)-0.1}
$$

which has a simple root

$$
x^{\star}=\binom{-\ln (0.1)}{0}=\binom{2.302585092994046}{0 .}
$$

The inverse operator

$$
G: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}:\left(\frac{u}{v}\right) \rightarrow\binom{-\frac{\ln (u+0.1)+\ln (v+0.1)}{2}}{\frac{\ln (u+0.1)-\ln (v+0.1)}{2}}
$$

has singularities for $u=-0.1$ or $v=-0.1$.
In table III.4.1 one finds the consecutive iterationsteps of Newton's method and iteration (III.2.3) both of order 2 with $x_{0}=(5.3,0.3)$ as initial point. After 13 iterationsteps method (III. 2.3) converges ( $\left\|x_{13}-x_{12}\right\| \leq 10^{-5}$ ) while Newton's method needs 28 iterationsteps to obtain the same accuracy.
In table II. 4.2 one finds the results obtained by Halley's method and the method of tangent hyperbolas both of order 3 with $x_{0}=(4.3,2.0)$ as initial point. If Chebyshev's method is used, starting from the same initial point $x_{0}$, then the sequence of iterands diverges.
Clearly methods derived from rational approximations, like Halley's method and iteration (III.2.3), behave better in this case than methods derived from polynonial approximam tions, like Chebyshev's and Newton's method. The choice of the initial point also plays an important role: if it is close to the singularity, linear methods get into trouble, and if it is not, linear and rational methods can behave equally well.

|  | i | $\mathrm{x}_{\mathrm{i}}$ |  |
| :---: | :---: | :---: | :---: |
| Newton | 0 | $0.53000000(+01)$ | $0.30000000(+00)$ |
|  | 1 | -0.14641978 (+02) | -0.58006624 (+01) |
|  | 2 | -0.13641986 (+02) | -0.58006552 (+01) |
|  | 3 | -0.12642005 (+02) | -0.58006355 (+01) |
|  | 4 | -0.11642059 (+02) | -0.58005821 (+01) |
|  | 5 | -0.10542204 (+02) | -0.58004369 (+01) |
|  | 6 | -0.96425985 (+01) | -0.58000422 ( +01 ) |
|  | 7 | -0.86436705 (+01) | -0.57989703 (+01) |
|  | 8 | -0.76465781 (+01) | -0.57960627 (+01) |
|  | 9 | -0.56544360 (+01) | -0.57882050 (+01) |
|  | 10 | -0.56754628 (+01) | -0.57671785 (+01) |
|  | 11 | -0.47302660 (+01) | -0.57123764 (+01) |
|  | 12 | -0.38637718 (+01) | -0.55788736 (+07) |
|  | 13 | -0.31416378 (+01) | -0.53010155 (+01) |
| (III.2.3) | 0 | $0.53000000(+01)$ | $0.30000000 .(+\infty)$ |
|  | 1 | 0.11128288 (+01) | $0.14061045(-01)$ |
|  | 2 | $0.29686569(+01)$ | $0.10780485(-01)$ |
|  | 3 | $0.22508673(+01)$ | 0.36586016 (-02) |
|  | 4 | $0.23024184(+01)$ | 0.18765919 (-02) |
|  | 5 | $0.23025834(+01)$ | $0.93837391(-03)$ |
|  | 6 | $0.23025847(+01)$ | $0.46918733(-03)$ |
|  | 7 | $0.23025850(+01)$ | $0.23459371(-03)$ |
|  | 8 | $0.23025851(+01)$ | $0.11729686(-03)$ |
|  | 9 | $0.23025851(+01)$ | $0.58648482(-04)$ |
|  | 10 | $0.23025851(+01)$ | $0.29324216(-04)$ |
|  | 11 | 0.23025851 (+01) | $0.14662108(-04)$ |
|  | 12 | 0.23025851 (+01) | 0.73310541 (-05) |
|  | 13 | $0.23025851(+01)$ | $0.36655270(-05)$ |

Table III.4.1.


Table III.4.2.

## § 5. INITIAL VALUE PROBLEMS

The successive approximations $x_{i}$ in an iterative procedure will now be real-valued functions. Let $X=C^{\prime}([0, T])$ and $Y=C([O, T])$ denote the set of all real-valued functions that are respectively continuously differentiable and continuous on the real interval [ $\mathrm{O}, \mathrm{T}]$.
Consider the equation

$$
\begin{align*}
& \frac{d x}{d t}-f(t, x)=0  \tag{III.5.1}\\
& x(0)=c
\end{align*}
$$

for $t \in[0, T]$.
We could restrict ourselves to the set $\left.C_{c}^{\prime}(0, T]\right)=\left\{x \in C^{\prime}([0, T]) \mid x(0)=c\right\}$ and try to find a zero $x^{\star}(t)$ of the following operator

$$
F: C_{C}^{\prime}([0, T]) \subset X+C([0, T]): x \rightarrow \frac{d x}{d t}-f(t, x)
$$

starting from an initial approximation $x_{0}(t)$ that satisfies $x_{0}(0)=c$, and computing corrections $\left(x_{i+1}{ }^{-x_{i}}\right)(t)$ that satisfy $\left(x_{i+1}{ }^{-x_{i}}\right)(0)=0$.
We calculate the necessary derivatives:

$$
\begin{aligned}
& F^{\prime}\left(x_{0}\right): C^{\prime}([0, T]) \rightarrow C([0, T]): x+\left(\frac{d}{d t}-\left.\frac{\partial f(t, x)}{\partial x}\right|_{x=x_{0}(t)}\right) x \\
& F^{\prime}\left(x_{0}\right): C^{\prime}([0, T]) \times C^{\prime}([0, T]) \rightarrow C([0, T]):\left.(x, x) \rightarrow \frac{\partial^{2} f(t, x)}{\partial x^{2}}\right|_{x=x_{0}(t)} \cdot x^{2}
\end{aligned}
$$

For the calculation of the Newton-correction $a_{o}(t)$ we have to solve the linear problem

$$
\begin{equation*}
F^{\prime}\left(x_{0}\right) a_{0}=-F\left(x_{0}\right) \tag{III.5.2}
\end{equation*}
$$

and iterate

$$
x_{1}(t)=x_{0}(t)+a_{0}(t)=x_{0}(t)-F^{\prime}\left(x_{0}\right)^{-1} F\left(x_{0}\right)
$$

One can prove that the solution of (III.5.2) is [ 41 pp . 170]
where

$$
a_{0}(t)=-\int_{0}^{t} e^{A_{0}(s)-A_{0}(t)} F\left(x_{0}\right)(s) d s
$$

$$
\left.A_{0}(t)=-\int_{0}^{t} \frac{\partial f(s, x(s))}{\partial x} \right\rvert\, x=x_{0}(s) d s
$$

The whole procedure can be repeated to calculate the next iterationsteps. For the Chebyshev- or Halley-iteration one has to solve two linear problems:

$$
\begin{align*}
& F^{\prime}\left(x_{0}\right) a_{0}=-F\left(x_{0}\right) \\
& F^{\prime}\left(x_{0}\right) b_{0}=F^{\prime \prime}\left(x_{0}\right) a_{0}^{2} \tag{III.5.3}
\end{align*}
$$

and iterate respectively

$$
\begin{aligned}
& x_{1}(t)=x_{0}(t)+a_{0}(t)-\frac{1}{2} b_{0}(t) \\
& x_{1}(t)=x_{0}(t)+\frac{a_{0}^{2}(t)}{a_{0}(t)+\frac{1}{2} b_{0}(t)}
\end{aligned}
$$

We now turn to some examples.
Consider the nonlinear initial value problem

$$
\begin{aligned}
& \frac{d x}{d t}-\left(1+\dot{x}^{2}\right)=0 \\
& x(0)=0
\end{aligned}
$$

for $t \in[0, T]$.
We will calculate $x_{1}(t)$ starting from $x_{0}(t)=t$ for the Newton-, Chebyshev- and Halleyiteration. Observe that:

$$
\begin{aligned}
& A_{0}(t)=-t^{2} \\
& F^{\prime \prime}\left(x_{0}\right) x^{2}=-2 x^{2} \\
& -F\left(x_{0}\right)=t^{2} \\
& a_{0}(t)=\int_{0}^{t} e^{t^{2}-s^{2}} s^{2} d s=\frac{t^{3}}{3}+\frac{2 t^{5}}{15}+\frac{4 t^{7}}{105}+\frac{8 t^{9}}{945}+\frac{16 t^{11}}{10395}+\ldots \\
& \quad \text { (term by term integration) } \\
& \left.b_{0}(t)=-\int_{0}^{t} 2 e^{t^{2}-s^{2}}\left[a_{0}(s)\right]^{2} d s=(-2) \frac{t^{7}}{63}+\frac{38 t^{9}}{2835}+\frac{992 t^{11}}{155925}+\cdots\right)
\end{aligned}
$$

The next iterationsteps are:

$$
\begin{aligned}
& x_{1}(t)=t+\frac{1}{3} t^{3}+\frac{2}{15} t^{5}+\frac{4}{105} t^{7}+\frac{8}{945} t^{9}+\ldots \text { (Newton) } \\
& x_{1}(t)=t+\frac{1}{3} t^{3}+\frac{2}{15} t^{5}+\frac{17}{315} t^{7}+\frac{62}{2835} t^{9}+\frac{16}{2025} t^{11}+\ldots \text { (Chebyshev) } \\
& x_{1}(t)=t+\frac{1}{3} t^{3}+\frac{2}{15} t^{5}+\frac{17}{315} t^{7}+\frac{62}{2835} t^{9}-\frac{91369}{81860625} t^{11}+\ldots \text { (Halley) }
\end{aligned}
$$

For $T<\frac{\Pi}{2}$ the exact solution is

$$
x^{\star}(t)=\operatorname{tg} t=t+\frac{1}{3} t^{3}+\frac{2}{15} t^{5}+\frac{17}{315} t^{7}+\frac{62}{2835} t^{9}+\frac{4146}{467775} t^{11}+\ldots
$$

Initial value problems correspond to Volterra integral equations. So equation (III.5.1) can be transformed into the following nonlinear integral equation:

$$
F(x)=x(t)-c-\int_{0}^{t} f(s, x(s)) d s
$$

Now $F^{\prime}\left(x_{0}\right)=I_{x}-V_{0}$ and $\left.F^{\prime}\left(x_{0}\right) x^{2}=-\int_{0}^{t} \frac{\partial^{2} f(s, x(s))}{\partial x^{2}} \right\rvert\, x=x_{0}(s) x^{2}(s) d s$ where $I_{x}: x \rightarrow x$ is the identity operator and $\left.V_{0} x=\int_{0}^{t} \frac{\partial f}{\partial x}(s, x(s)) \right\rvert\, x=x_{0}(s) x(s) d s$.

So $F^{\prime}\left(x_{0}\right)^{-1}=\sum_{n=0}^{\infty} V_{0}^{n}$ if $\left\|V_{o}\right\|<1$. If we rewrite $F^{\prime}\left(x_{0}\right)^{-1} x=\left(I_{x}+\sum_{n=1}^{\infty} V_{0}^{n}\right) x=$ $x+V_{0}\left(F^{\prime}\left(x_{o}\right)^{-1} x\right)$ the equations (III.5.2) and (III.5.3) can be solved iteratively: $a_{0}^{(0)}(t)=0$

$$
\begin{aligned}
a_{0}^{(j)}(t) & =-F\left(x_{0}\right)(t)+V_{0} a_{0}^{(j-1)}(t) \\
& \left.=-x_{0}(t)+c+\int_{0}^{t} f\left(s, x_{0}(s)\right) d s+\int_{0}^{t} \frac{\partial f}{\partial x}(s, x(s)) \right\rvert\, x=x_{0}(s) a_{0}^{(j-1)}(s) d s
\end{aligned}
$$

$b_{0}^{(0)}(t)=0$
$b_{0}^{(j)}(t)=F^{\prime}\left(x_{0}\right) a_{0}^{2}(t)+V_{o} b_{o}^{(j-1)}(t)$
$=-\int_{0}^{t} \frac{\partial^{2} f(s, x(s))}{\partial x^{2}}\left|x=x_{0}(s) a_{0}^{2}(s) d s+\int_{0}^{t} \frac{\partial f}{\partial x}(s, x(s))\right| x=x_{0}(s)_{0}^{b_{0}^{(j-1)}(s) d s}$
where $a_{0}(t)$ is the last approximation $a_{0}^{(j)}(t)$ for the Newton-correction. For our example where $f(t, x)=1+x^{2}$ and $c=0$, we get the iterationsteps:

$$
\begin{aligned}
& x_{1}(t)=t+\frac{1}{3} t^{3}+\frac{2}{15} t^{5}+\frac{4}{105} t^{7}+\frac{8}{945} t^{9}+\ldots \text { (Newton) } \\
& x_{1}(t)=t+\frac{1}{3} t^{3}+\frac{2}{15} t^{5}+\frac{17}{315} t^{7}+\frac{62}{2835} t^{9}+\frac{16}{2025} t^{11}+\ldots \text { (Chebyshev) } \\
& x_{1}(t)=t+\frac{1}{3} t^{3}+\frac{2}{15} t^{5}+\frac{17}{315} t^{7}+\frac{62}{2835} t^{9}-\frac{91369}{81860625} t^{11}+\ldots \text { (Halley) }
\end{aligned}
$$

Let us now turn to an example where the method of Halley, which is newly introduced here in (III.2.5), proves to be much better than the methods resulting from the Pade approximation problem of order ( $n, 0$ ) for $G$. Consider the equation

$$
\begin{aligned}
& e^{x(t)} \frac{d x}{d t}-(0.1+\varepsilon)=0 \\
& x(1)=\ln \varepsilon
\end{aligned}
$$

for $t \in[1, T]$ with $\varepsilon$ a small nonzero positive number and $T$ large. We are looking for a zero $x^{\star}(t)$ of the nonlinear operator
$F: x \rightarrow e^{x} \frac{d x}{d t}-(0.1+\varepsilon)=y$
The inverse operator

$$
G: y \rightarrow \ln \left(\varepsilon t+f_{1}^{t}(0.1+y) d s\right)=x
$$

comes nearby a singularity for $y=-0.1$, thus in the neighbourhood of $y=0$.
The exact solution is $x^{\star}(t)=\ell n(\varepsilon t+0.1(t-1))$. Let us take our initial approximation $x_{0}(t)=\ln \varepsilon t$. The derivatives at $x_{0}$ are

$$
\begin{aligned}
& F^{\prime}\left(x_{0}\right) x=e^{x_{0}(t)}\left(x \frac{d x_{0}}{d t}+\frac{d x}{d t}\right) \\
& F^{\prime \prime}\left(x_{0}\right) x^{2}=e^{x_{0}(t)} x(t)\left(2 \frac{d x}{d t}+x_{\frac{d x}{d t}}^{d t}\right)
\end{aligned}
$$

For $x_{0}(t)=\ell n \varepsilon t$ :

$$
\begin{aligned}
& F^{\prime}\left(x_{0}\right) x=\varepsilon t\left(\frac{d x}{d t}+\frac{1}{t} x\right) \\
& F^{\prime \prime}\left(x_{0}\right) x^{2}=\varepsilon t \cdot x \cdot\left(2 \frac{d x}{d t}+\frac{1}{t} x\right)
\end{aligned}
$$

For the Newton-correction we have to solve the linear equation

$$
\frac{d a_{0}}{d t}+\frac{1}{t} a_{0}(t)=\frac{0.1}{\varepsilon t}
$$

The solution is constructed in the same way as for (III.5.2):

$$
a_{0}(t)=f_{1}^{t} e^{A_{0}(s)-A_{0}(t)} \frac{0.1}{\varepsilon s} d s
$$

where

$$
A_{o}(t)=f_{1}^{t} \frac{1}{s} d s=\ell n t
$$

So

$$
a_{0}(t)=\frac{0.1}{\varepsilon t}(t-1)
$$

For the Chebyshev- and Halley-iteration we need the $b_{o}(t)$ :
because

$$
b_{0}(t)=\int_{1}^{t} \frac{s}{t}\left(\frac{0.1}{\varepsilon}\right)^{2} \frac{s^{2}-1}{s^{3}} d s=\left[a_{0}(t)\right]^{2}
$$

$$
F^{\prime \prime}\left(x_{0}\right) a_{o}^{2}=\left(\frac{0.1}{\varepsilon}\right)^{2} \frac{t^{2}-1}{t^{2}} \varepsilon
$$

The next iterationstep is:

$$
\begin{array}{ll}
x_{1}(t)=\ell_{\varepsilon} t+\frac{0.1}{\varepsilon} \frac{t-1}{t} & \text { (Newton) } \\
x_{1}(t)=\ell_{n} t+\frac{0.1}{\varepsilon} \frac{t-1}{t}\left(1-\frac{0.1}{2 \varepsilon} \frac{t-1}{t}\right) & \text { (Chebyshev) } \\
x_{1}(t)=\ell_{n} t+\frac{0.1}{\varepsilon} \frac{t-1}{t} /\left(1+\frac{0.1}{2 \varepsilon} \frac{t-1}{t}\right) & \text { (Ha1ley) } \\
x_{1}(t)=\left(\ell_{\varepsilon} t\right)^{2} /\left(\ell_{\varepsilon} t-\frac{0.1}{\varepsilon} \frac{t-1}{t}\right) & \text { (iteration } \tag{III.2.3}
\end{array}
$$

When we compare $\left\|x^{*}(t)-x_{1}(t)\right\|_{\infty}=\sup _{t \in[1, T]}\left|x^{*}(t)-x_{1}(t)\right|$ for the different procedures (see also figures III.5.1-III.5.4 for the picture of the different functions $\left.\left|x^{*}(t)-x_{1}(t)\right|\right)$ we see that for $\varepsilon=0.01$ and $T$ very large:

$$
\begin{array}{ll}
\left\|x^{*}-x_{1}\right\|_{\infty} \simeq 10-\ln 11 \simeq 7.60 & \text { (Newton) } \\
\left\|x^{\star}-x_{1}\right\|_{\infty} \simeq 40+\ln 11 \simeq 42.40 & \text { (Chebyshev) } \\
\left\|x^{*}-x_{1}\right\|_{\infty} \simeq-\frac{10}{6}+\ln 11 \simeq 0.73 & \text { (Halley) } \\
\left\|x^{*}-x_{1}\right\|_{\infty} \simeq 10-\ln 11 \simeq 7.60 & \text { (iteration (III.2.3)) }
\end{array}
$$

Also the function-values for $\tau=2$ and $\varepsilon=0.01$ illustrate that the iterative procedures that take into account the singularity of the operator $G$ in the neighbourhood of 0 , are much more accurate:

$$
\begin{array}{ll}
x^{\star}(2)=-2.12026354 & \\
x_{1}(2)=1.08797700 & \text { (Newton) } \\
x_{1}(2)=-11.4120230 & \text { (Chebyshev) } \\
x_{1}(2)=-2.48345158 & \text { (Halley) } \\
x_{1}(2)=-1.71722223 & \text { (iteration (III.2.3)) }
\end{array}
$$
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Figure III.5.2.:


Figure III.5.3.:


Figure III. 5.4.:


An iterative method resulting from the solution of the Pade approximation problem of order $(n, m)$ for $G$ with $m>0$, is also very useful when there are several singularities in the solution $x^{*}(t)$ itself, because the rational approximations $x_{i}(t)$ can simulate certain singularities. We emphasize the fact that discontinuities cause difficulties when discretisation techiques are used. We will illustrate the advantage of the use of Halley's method and iteration (II.2.3) by an example.
Suppose we want to solve

$$
\begin{aligned}
& F(x)=\frac{d x}{d t}+x^{2}=0 \\
& x(0)=-1
\end{aligned}
$$

for $t \in\left[0, \frac{1}{2}\right] \cup\left[\frac{3}{2}, T\right]$ with $T$ large.
The solution $x^{\star}(t)=\frac{1}{t-1}$.
As an initial approximation we take $x_{0}(t)=-1$ and we calculate

$$
\begin{aligned}
& F\left(x_{0}\right)=1 \\
& F^{\prime}\left(x_{0}\right) x=\frac{d x}{d t}-2 x \\
& F^{\prime \prime}\left(x_{0}\right) x^{2}=2 x^{2}
\end{aligned}
$$

For the Newton-correction we have to solve the linear problem

$$
\frac{d a_{o}}{d t}-2 a_{o}(t)=-1
$$

The solution is constructed in the same way as previously

$$
a_{0}(t)=-\int_{0}^{t} e^{A_{0}(s)-A_{0}(t)} d s
$$

with

$$
A_{0}(t)=-\int_{0}^{t} 2 d s=-2 t
$$

So

$$
a_{0}(t)=\frac{1}{2}\left(1-e^{2 t}\right)
$$

Now we calculate the $b_{o}(t)$ for the Chebyshev- and Halley-iteration

$$
\frac{d b_{0}}{d t}-2 b_{0}(t)=\frac{1}{2}\left(1-e^{2 t}\right)^{2}
$$

So

$$
\begin{aligned}
b_{0}(t) & =\int_{0}^{t} e^{A_{0}(s)-A_{0}(t)} \frac{1}{2}\left(1-e^{2 s}\right)^{2} d s \\
& =\frac{1}{4}\left(e^{4 t}-1\right)-t e^{2 t}
\end{aligned}
$$

The next iterationsteps are

$$
\begin{array}{ll}
x_{1}(t)=-\frac{1}{2}\left(1+e^{2 t}\right) & \text { (Newton) } \\
x_{1}(t)=-\frac{1}{2} e^{2 t}(1-t)-\frac{1}{8}\left(e^{4 t}+3\right) & \text { (Chebyshev) } \\
x_{1}(t)=\frac{t e^{2 t}+\frac{1}{4}\left(e^{4 t}-1\right)}{-(1+t) e^{2 t}+\frac{1}{4}\left(e^{4 t}+3\right)} & \text { (Halley) } \\
x_{1}(t)=\frac{-2}{3-e^{2 t}} & \text { (iteration (I11.2.3)) }
\end{array}
$$

The exact solution $x^{\star}(t)$ has a pole in $t=1$. The iterationsteps $x_{1}(t)$, obtained by making use of the solution of the Pade approximation problem of order $(1,1)$ and $(0,1)$ are more accurate than the Newton- and Chebyshev-iterationsteps, because they approximate the pole of $x^{*}(t)$ respectively by a pole in $t=1.01993442$ (Halley's method) and $t=0.54930615$ (iteration (II.2.3)). So they also approximate $x^{*}(t)$ well beyond the discontinuity while for the Newton- and Chebyshev-iterationsteps $\lim _{\mathrm{t} \rightarrow \mathrm{\infty} \boldsymbol{\infty}} \mathrm{x}_{1}(\mathrm{t})=-\infty$.
To illustrate this we compare the function-values for $t=3 / 2$ :

$$
\begin{array}{llrl}
x^{\star}\left(\frac{3}{2}\right) & =2.000 & & \\
x_{1}\left(\frac{3}{2}\right)=-10.54 & & \text { (Newton) } \\
x_{1}\left(\frac{3}{2}\right)=-45.78 & & \text { (Chebyshev) } \\
x_{1}\left(\frac{3}{2}\right)=2.544 & & \text { (Halley) } \\
x_{1}\left(\frac{3}{2}\right)=0.117 & & \text { (iteration (III.2.3)) }
\end{array}
$$

## § 6. BOUNDARY VALUE PROBLEMS

Consider the equation

$$
\begin{aligned}
& \frac{d^{2} x}{d t^{2}}-f(t, x)=0 \\
& x(0)=0=x(1)
\end{aligned}
$$

for $t \in[0,1]$.
Let $X=C^{1}([0,1])$ denote the set of all real-valued functions that are twice continuously differentiable. Then we look for a zero of the operator

$$
F:\left\{x \in C^{\prime \prime}([0,1]) \mid x(0)=0=x(1)\right\} \subset x \rightarrow C([0,1]): x \rightarrow \frac{d^{2} x}{d t^{2}}-f(t, x)
$$

The Newton-correction $a_{0}(t)$ is the solution of the following boundary value problem

$$
\frac{d^{2} a_{0}}{d t^{2}}-\frac{\partial f}{\partial x} \left\lvert\, x=x_{0}(t) \cdot a_{0}(t)=\frac{-d^{2} x_{0}}{d t^{2}}+f\left(t, x_{0}(t)\right)=v_{o}(t)\right.
$$

Since boundary value problems correspond to Fredholm integral equations, the Newtoncorrection is also the solution of the following linear Fredholn integral equation of the second kind

$$
\begin{equation*}
a_{0}(t)-\left.\int_{0}^{1} G(t, s) \frac{\partial f}{\partial x}(s, x(s))\right|_{\mid x=x_{0}} \cdot a_{0}(s) d s=\int_{0}^{1} G(t, s) v_{0}(s) d s=w_{0}(t) \tag{III.6.1}
\end{equation*}
$$

where

$$
G(t, s)=\left\{\begin{array}{l}
s(t-1) \text { for } 0 \leq s \leq t \\
t(s-1) \text { for } t \leq s \leq 1 \quad[41 \mathrm{pp} .176]
\end{array}\right.
$$

This linear equation can be written as

$$
\left(I_{x}-L\right) a_{0}(t)=w_{0}(t)
$$

where

$$
I_{x}: x(t) \rightarrow x(t) \text { is the identity operator }
$$

$$
L a_{0}(t)=\int_{0}^{1} L(t, s) a_{0}(s) d s
$$

with

$$
L(t, s)= \begin{cases}\left.s(t-1) \frac{\partial f}{\partial x}(s, x(s))\right|_{\mid} x=x_{0} & \text { for } 0 \leq s \leq t \\ t(s-1) \frac{\partial f}{\partial x}(s, x(s))_{1} x_{0}=x_{0} & \text { for } t \leq s \leq 1\end{cases}
$$

If this linear operator $\left(I_{x}-L\right)$ is bounded then $\left(I_{x}-L\right)^{-1}$ exists if and only if a linear bounded operator $K$ with inverse $K^{-1}$ exists such that $\left\|I_{X}-K\left(I_{X}-L\right)\right\|<1$. Then $\left(I_{x}-L\right)^{-1}=\sum_{n=0}^{\infty}\left[I_{x}-K\left(I_{x}-L\right)\right]^{n} K\left[41 \mathrm{pp}\right.$. 43]. Let us take $K=I_{x}$ here. Then $I_{x}-K\left(I_{x}-L\right)=L .^{n=0}$
Now $\|\mathrm{L}\|=\sup _{\|\mathrm{x}\|=1}\|\mathrm{~L}\| \| \leq \max _{[0,1]} \int_{0}^{1}|\mathrm{~L}(\mathrm{t}, \mathrm{s})|$ ds

$$
\begin{aligned}
& \leq\left\|\left.\frac{\partial f}{\partial x}\left|x=x_{0}(t) \| \cdot \max _{[0,1]} \int_{0}^{1}\right| G(t, s) \right\rvert\, d s\right. \\
& =\frac{1}{8}\left\|\left.\frac{\partial f}{\partial x} \right\rvert\, x=x_{0}(t)\right\|
\end{aligned}
$$

where $\|\|=\max | |$.
$[0,1]$

So if $\left\|\left.\frac{\partial f}{\partial x} \right\rvert\, x=x_{0}\right\|$ is small enough then $\left(I_{x}-L\right)^{-1}=\sum_{n=0}^{\infty} L^{n}$.
Again the Newton-correction can be computed iteratively
where

$$
\begin{aligned}
& a_{0}^{(0)}(t)=0 \\
& a_{0}^{(j)}(t)=w_{0}(t)+\int_{0}^{1} L(t, s) a_{0}^{(j-1)}(s) d s \\
& \left\|a_{0}^{(t)}-a_{0}^{(j)}(t)\right\| \leq \frac{\|L\|^{j+1}\left\|w_{0}\right\|}{1-\|L\|}
\end{aligned}
$$

The correction $b_{0}(t)$ can be calculated analogously, and the whole procedure can be repeated for the next iterationsteps. As an example we will solve the equation

$$
\begin{aligned}
& \frac{d^{2} x}{d t^{2}}-\left(t x^{2}-1\right)=0 \\
& x(0)=0=x(1)
\end{aligned}
$$

for $t \in[0,1]$.
Let us take $x_{o}(t)=0$. For this $f(t, x),\|L\|=1 / 54<1$.
The solution of equation (III.6.1) is

$$
a_{0}(t)=\frac{1}{2} t(1-t)
$$

The correction $b_{o}(t)$ is the solution of the boundary value problem

$$
\left.\frac{d^{2} b_{0}}{d t^{2}}-\frac{\partial f}{\partial x} \right\rvert\, x=x_{0}(t) \cdot b_{0}(t)=F^{\prime \prime}\left(x_{0}\right) a_{0}^{2}(t)=-2 t a_{0}^{2}(t)
$$

or converted into an integral equation

$$
b_{0}(t)-\int_{0}^{1} G(t, s) \frac{\partial f}{\partial x}(s, x(s)) \left\lvert\, x=x_{0} \cdot b_{0}(s) d s=-\int_{0}^{1} G(t, s) \frac{s^{3}}{2}(1-s)^{2} d s\right.
$$

So $b_{0}(t)=-\frac{1}{2}\left(\frac{t^{7}}{42}-\frac{t^{6}}{15}+\frac{t^{5}}{20}-\frac{t}{140}\right)=a_{0}(t)\left(\frac{t^{5}}{42}-\frac{3}{70} t^{4}+\frac{1}{140}\left(t^{3}+t^{2}+t+1\right)\right)$
The next iterationstep is

$$
\begin{align*}
& x_{1}(t)=\frac{1}{2} t(1-t)  \tag{Newton}\\
& x_{1}(t)=\frac{1}{4} t(1-t)\left[2-\frac{t^{5}}{42}+\frac{3}{70} t^{4}-\frac{1}{140}\left(t^{3}+t^{2}+t+1\right)\right] \quad \text { (Newton) } \\
& x_{1}(t)=\frac{t(t-1)}{-2-\frac{t^{5}}{42}+\frac{3}{70} t^{4}-\frac{1}{140}\left(t^{3}+t^{2}+t+1\right)} \quad \text { (Halley) }
\end{align*}
$$

If we calculate $a_{1}(t)$ iteratively, we get

$$
\begin{aligned}
& a_{1}^{(0)}(t)=0 \\
& a_{1}^{(1)}(t)=\frac{1}{4}\left(\frac{t^{7}}{42}-\frac{t^{6}}{15}+\frac{t^{5}}{20}-\frac{t}{140}\right)
\end{aligned}
$$

and for $x_{2}(t)$ in the Newton iteration

$$
\begin{aligned}
x_{2}(t) & =x_{1}(t)+a_{1}^{(1)}(t) \\
& =a_{0}(t)-\frac{1}{2} a_{0}(t)\left(\frac{t^{5}}{42}-\frac{3}{70} t^{4}+\frac{1}{140}\left(t^{3}+t^{2}+t+1\right)\right)
\end{aligned}
$$

which is precisely one Chebyshev-iterationstep.
The solution of the boundary value problem has been calculated for discrete values $t_{i} \frac{i}{200}(i=0, \ldots, 200)$ in the interval $[0,1]$, by means of subroutine $\operatorname{DD} \varnothing 2 A D$ of the Harwell-1ibrary (based on a finite difference approximation to a linearized form of the equation $)$ and also with the initial values $x_{i}=x\left(t_{i}\right)=0$. After interpolation through the $\left(t_{i}, x_{i}\right)$ we get the following picture of the solution $x^{*}(t)$


Figure III.6.1.
The different functions $x_{1}(t)$ mentioned above, give the same plot. We can also compare the function-values in some points (7 significant figures):

| $t$ | DDø2AD | Newton | Chebyshev | Halley |
| :---: | :---: | :---: | :---: | :---: |
| 0.25 | 0.0933169 | 0.0937500 | 0.0933121 | 0.0933141 |
| 0.50 | 0.1242918 | 0.1250000 | 0.1242839 | 0.1242879 |
| 0.75 | 0.0932114 | 0.0937500 | 0.0932053 | 0.0932084 |

Table III.6.1.
The functions $\left|x^{*}(t)-x_{1}(t)\right|$ for the different iterative schemes give the following plots:

Figure III.6.2.


Figure III.6.3. 1


Figure IIL, 6, 4, 1


## § 7. PARTIAL DIFFERENTIAL. EQUATIONS

Consider the following nonlinear equation which is of interest in gas dynamics

$$
\begin{aligned}
& \Delta x(s, t)=\frac{\partial^{2} x}{\partial s^{2}}+\frac{\partial^{2} x}{\partial t^{2}}=x^{2}(s, t) \text { for }(s, t) \text { in } \Omega c \mathbb{R}^{2} \\
& x(s, t)=r(s, t) \text { on the boundary of the region } \Omega
\end{aligned}
$$

A solution $x(s, t)$ is sought in the interior of $\Omega$.
If $F(x)=\Delta x-x^{2}$, then
$F^{\prime}\left(x_{0}\right) x=\Delta x-2 x_{0} \cdot x$
$F^{\prime \prime}\left(x_{0}\right) x^{2}=-2 x^{2}$

The Newton-correction satisfies

$$
\begin{align*}
& \Delta a_{0}(s, t)-2 a_{0}(s, t) \cdot x_{0}(s, t)=x_{0}^{2}(s, t)-\Delta x_{0}(s, t)  \tag{III.7.1}\\
& a_{0}(s, t)=0 \text { on the boundary of the region } \Omega
\end{align*}
$$

Pohozaev has proved that [40]

$$
\begin{aligned}
& \Delta x=x^{2} \\
& x(s, t)=r(s, t)>0 \text { on the boundary of } s
\end{aligned}
$$

has a unique positive solution $x^{\star}(s, t)$ and that the Newton iteration converges if the initial approximation $x_{0}$ is the solution of the Laplace equation with the same Dirichlet boundary conditions:

$$
\begin{aligned}
& \Delta x_{0}=0 \\
& x_{0}(s, t)=r(s, t)>0 \text { on the boundary of } \Omega
\end{aligned}
$$

This initial approximation cancels the term $-\Delta x_{0}$ in (III.7.1). Instead of solving (III.7.1) we can again rewrite it as a linear integral equation of Fredholm type and second kind by means of the Green's function $K(s, t, u, v)$ for $\Omega$ :

$$
a_{0}(s, t)=2 \iint_{\Omega} K(s, t, u, v) a_{0}(u, v) x_{0}(u, v) d u d v+\iint_{\Omega} K(s, t, u, v) x_{0}^{2}(u, v) d u d v
$$

If $\Omega=[0,1] \times[0,1]$ then
(III.7.2)

$$
\begin{aligned}
K(s, t, u, v) & =\frac{-4}{\pi^{2}} \sum_{\substack{j=1 \\
k=1}}^{\infty} \frac{\sin k \pi s \sin j \pi t \sin k \pi u \sin j \pi v}{j^{2}+k^{2}} \\
& \simeq \frac{-4}{\pi^{2}} \sum_{\substack{j=1 \\
k=1}}^{n} \frac{\sin k \pi s \sin j \pi t \sin k \pi u \sin j \pi v}{j^{2}+k^{2}}
\end{aligned}
$$

For $r(s, t)=1$ the initial approximation $x_{0}(s, t)=1$. We compute $a_{0}(s, t)$ by repeated substitution in (III.7.2), where we use the jndicated approximation for $K(s, t, u, v)$ :

$$
\begin{aligned}
& a_{o}^{(0)}(s, t)=0 \\
& a_{0}^{(1)}(s, t)=-\frac{16}{\Pi^{4}} \sum_{\substack{j=1 \\
j=1 \\
j \\
k \\
k \text { odd }}}^{n} \frac{\sin k \pi s \sin j \pi t}{\left(k^{2}+j^{2}\right) k j}
\end{aligned}
$$

We will denote $\sum_{\substack{n, k=1 \\ j, k \text { odd }}}^{n}$ from now on by $\sum_{j, k=1}^{n_{11}}$.
The function $b_{o}(s, t)$ is the solution of
$b_{0}(s, t)=2 \iint_{\Omega} K(s, t, u, v) b_{0}(u, v) x_{0}(u, v) d u d v-2 \iint_{\Omega} K(s, t, u, v) a_{0}^{2}(u, v) d u d v$
since $F^{\prime \prime}\left(x_{0}\right) a_{o}^{2}=-2 a_{0}^{2}$.
So for $r(s, t)=1$ and $\Omega=[0,1] \times[0,1]$ we get

$$
\begin{aligned}
& b_{0}^{(0)}(s, t)=0 \\
& b_{o}^{(1)}(s, t)=\frac{2^{15}}{\Pi^{12}} \sum_{\substack{j, k=1 \\
l, m=1 \\
i, h=1}}^{n_{n}} \frac{i n \sin i \pi s \sin h m t}{\left(i^{2}+h^{2}\right)\left(j^{2}+k^{2}\right)\left(\ell^{2}+m^{2}\right) P(i, k, \ell) P(h, j, m)}
\end{aligned}
$$

where

$$
P(i, k, \ell)=(i-k+\ell)(i+k-\ell)(i-k-\ell)(i+k+\ell)
$$

Greenspan has proved that the solutions of the following finite systems which are the result of a discretisation of (III.7.1), converge to the solution of $\Delta x=x^{2}$ with the given Dirichlet boundary conditions, as the mesh size $h$ approaches zero [26]:

$$
\begin{aligned}
& \text { let } x_{i j}=x\left(s_{i}, t_{j}\right)=x(i h, j h) \\
& \text { construct } x_{i j}^{(k)} \text { in terms of } x_{i j}^{(k-1)} \text { as follows }
\end{aligned}
$$

$$
\begin{align*}
& x_{i, 0}^{(k)}=x_{0, j}^{(k)}=x_{i, m}^{(k)}=x_{m, j}^{(k)}=1 \text { for } i, j=0, \ldots, m \text { and } h=\frac{1}{m}  \tag{III.7.3}\\
& x_{i j}^{(0)}=1
\end{align*}
$$

$$
x_{i j}^{(k)}\left(-2 x_{i j}^{(k-1)}-\frac{4}{h^{2}}\right)+\frac{1}{h^{2}}\left(x_{i+1, j}^{(k)}+x_{i-1, j}^{(k)}+x_{i, j+1}^{(k)}+x_{i, j-1}^{(k)}\right)=-\left[x_{i j}^{(k-1)}\right]^{2}
$$

The procedure terminates when $\max _{i, j}\left|x_{i j}^{(k)}-x_{i j}^{(k-1)}\right| \leq e$ and this final $x_{i j}^{(k)}$ is defined to be the solution. We shall now compare the function-values of the different iterationsteps $x_{1}(s, t)$ (Newton, Chebyshev, Halley) and the solution of (III.7.3) for $h=1 / 100$ and $\varepsilon=5.0(-9)$. For the calculation of $K(s, t, u, v)$ we have taken $n=5$. The functions $x_{1}(s, t)$ all give the plot drawn in figure IIM.7.1.


Figure III.7.1.

| Newton | $\mathrm{t}^{5}$ | 0.25 | 0.50 | 0.75 |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & 0.25 \\ & 0.50 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 0.954473792 \\ & 0.942281229 \\ & 0.954473792 \end{aligned}$ | $\begin{aligned} & 0.942281229 \\ & 0.925794323 \\ & 0.942281229 \end{aligned}$ | $\begin{aligned} & 0.954473792 \\ & 0.942281229 \\ & 0.954473792 \end{aligned}$ |
| Chebyshev |  | 0.25 | 0.50 | 0.75 |
|  | $\begin{aligned} & 0.25 \\ & 0.50 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 0.954360724 \\ & 0.942115745 \\ & 0.954360724 \end{aligned}$ | $\begin{aligned} & 0.942115745 \\ & 0.925550785 \\ & 0.942115269 \end{aligned}$ | $\begin{aligned} & 0.954360724 \\ & 0.942115745 \\ & 0.954360724 \end{aligned}$ |
| Halley | $\mathrm{t}^{5}$ | 0.25 | 0.50 | 0.75 |
|  | $\begin{aligned} & 0.25 \\ & 0.50 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 0.954360443 \\ & 0.942115269 \\ & 0.954360443 \end{aligned}$ | $\begin{aligned} & 0.942115269 \\ & 0.925549983 \\ & 0.942115269 \end{aligned}$ | $\begin{aligned} & 0.954360443 \\ & 0.942115269 \\ & 0.954360443 \end{aligned}$ |
|  | $)^{\text {t }}$ | 0.25 | 0.50 | 0.75 |
| $h=1 / 100$ | $\begin{aligned} & 0.25 \\ & 0.50 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 0.958513709 \\ & 0.947882192 \\ & 0.958513647 \end{aligned}$ | $\begin{aligned} & 0.947882237 \\ & 0.933717325 \\ & 0.947882149 \end{aligned}$ | $\begin{aligned} & 0.958513709 \\ & 0.947882192 \\ & 0.958513647 \end{aligned}$ |

Table III.7.1.
§ 8. NONLINEAR INTEGRAL EQUATION OF FREDHOLM TYPF:

A general nonlinear Fredholm integral equation may be written in the form

$$
F(x)=f_{a}^{b} K(t, s, x(t), x(s)) d s=0 \text { for } a \leq t \leq b
$$

We will treat the equation

$$
\begin{align*}
& F(x)=x(t)-1-\frac{\lambda}{2} x(t) \int_{0}^{1} \frac{t}{t+s} x(s) d s=0  \tag{III.8.1}\\
& \text { for } 0 \leq t \leq 1 \text { and } 0 \leq \lambda \leq 1
\end{align*}
$$

which was derived by Chandrasekhar [10]
If we write

$$
L x=\int_{0}^{1} \frac{t}{t+s} x(s) d s
$$

then

$$
\begin{aligned}
& F^{\prime}\left(x_{0}\right) x=x-\frac{\lambda}{2}\left(x \cdot L x_{0}+x_{0} \cdot L x\right) \\
& F^{\prime \prime}\left(x_{0}\right) x^{2}=-\lambda x \cdot L x
\end{aligned}
$$

For $x_{0}=1$ the Newton-correction is found by solving

$$
(z \cdot 8 \cdot 111)
$$

$\left(1-\frac{\lambda}{2} t \ln \frac{t+1}{t}\right) a_{0}(t)-\frac{\lambda}{2} \int_{0}^{1} \frac{t}{t+s} a_{0}(s) d s=\frac{\lambda}{2} t \ln \frac{t+1}{t}$
which can be converted in a linear integral equation of Fredholm type and second kind $a_{0}(t)-\frac{\frac{\lambda}{2}}{1-\frac{\lambda}{2} t \ln \frac{t+1}{t}} \int_{0}^{1} \frac{t}{t+s} a_{0}(s) d s=\frac{\frac{\lambda}{2} t \ln \frac{t+1}{t}}{1-\frac{\lambda}{2} t \ln \frac{t+1}{t}}$

The equation can be written in the form
$\left(I_{x}-\mathcal{L}\right) a_{0}(t)=\frac{\frac{\lambda}{2} t \ln \frac{t+1}{t}}{1-\frac{\lambda}{2} t \ln \frac{t+1}{t}}$
where $\quad-\frac{1}{2} t \ln \frac{t}{t}$
$\ell_{x}=\int_{0}^{1} \frac{\frac{\lambda}{2} t}{\left(1-\frac{\lambda}{2} t \ln \frac{t+1}{t}\right)(t+s)} x(s) d s$ Now $\left\|I_{x}-\varepsilon\right\| \leq 1+\frac{\frac{\lambda}{2} \ln 2}{1-\frac{\lambda}{2} \ln 2}<2$ where $\left\|\|=\max _{10, \pi}| |\right.$ and so we can try to invert $I_{x}-\varepsilon$ as we
previously did (cfr. boundary value problems). Take again $K=I_{x}$. Then $I_{x}-K\left(I_{x}-\mathcal{L}\right)=\varnothing$ with $\|\mathscr{L}\| \leq \frac{\lambda \ln 2}{2-\lambda \ln 2}<1$ and $\left(I_{x}-\mathcal{L}\right)^{-1}=\sum_{n=0}^{\infty} f^{n}$.

The Newton-correction can be computed as follows
$a_{0}^{(0)}(t)=0$
$a_{o}^{(j)}(t)=\frac{\frac{\lambda}{t} \ln \frac{t}{t}}{1-\frac{\lambda}{2} t \ln \frac{t+1}{t}}+\mathscr{A} a_{0}^{(j-1)}(t)$
The correction $b_{o}(t)$ is calculated analogously
$b_{0}^{(0)}(t)=0$

$$
\mathrm{b}_{0}^{(\mathrm{j})}(\mathrm{t})=\frac{-\lambda \mathrm{a}_{0}(\mathrm{t})}{1-\frac{\lambda}{\lambda} \mathrm{t} \ln \frac{\mathrm{t}+1}{t}} f_{0}^{1} \frac{t}{t+\mathrm{s}} \mathrm{a}_{0}(\mathrm{~s}) \mathrm{ds}+\delta \mathrm{b}_{0}^{(\mathrm{j}-1)}(\mathrm{t}) \quad \text { (III.8.3) }
$$

$$
\text { where } a_{0}(t) \text { is the last approximation } a_{0}^{(j)}(t) \text { for the Newton-correction, }
$$

$x^{*}(t)=\exp \left(\frac{-t}{\pi} \int_{0}^{2} \frac{l n}{t^{2}\left(1-\lambda \theta \operatorname{cotg} \sin ^{2} \theta+\cos ^{2} \theta\right.} d \theta\right) \quad 0 \leq \lambda \leq 1 \quad$ (III.8.4)
if we take $j=1$ for the calculation of $a_{0}(t)$ and $b_{0}(t)$ we get

$$
\begin{align*}
& x_{1}(t)=1+\frac{\frac{\lambda}{2} t \ln \frac{t+1}{t}}{1-\frac{\lambda}{2} t \ln \frac{t+1}{t}}=1+a_{0}^{(1)}(t) \\
& x_{1}(t)=1+a_{0}^{(1)}(t)+\frac{\frac{\lambda}{2} a_{0}^{(1)}(t)}{1-\frac{\lambda}{2} t \ln \frac{t+1}{t}} \int_{0}^{1} \frac{t}{t+s} a_{0}^{(1)} \text { (s)ds (Chebyshev) } \\
& x_{1}(t)=1+\frac{a_{0}^{(1)}(t)}{1-\frac{\frac{\lambda}{2}}{1-\frac{\lambda}{2} t \ln \frac{t+1}{t}} \int_{0}^{1} \frac{t}{t+s} a_{0}^{(1)}(s) d s} \quad \text { (Halley) } \tag{Halley}
\end{align*}
$$

Rall mentions the fact that $x_{0}(t)=1$ is a satisfactory initial approximation for the Newton-iteration only if [41 pp. 77]

$$
0 \leq \lambda \leq \frac{\sqrt{2-1}}{\ln 2}=0.59758 \ldots
$$

For other $\lambda$ we need other initial approximations. If we want to know the solutions $x^{\star}(t)$ for $\lambda=\frac{\ell}{10}(\ell=0, \ldots, 10)$ we could use a tactic known as continuation: the solution for $\lambda=\frac{\ell}{10}$ is used as an initial approximation for the calculation of the solution for $\lambda=\frac{\ell+1}{10}$. How for $\lambda=0$ the exact solution of (III.8.1) is $x^{\star}(t)=1$. For the computation of the integrals in (III.8.2) and (III.8.3) we have used the ninepoint Gaussian integration rule [ 1 pp . 916]
where

$$
\int_{0}^{1} f(t) d t \cong \sum_{k=1}^{9} w_{k} f\left(t_{k}\right)
$$

|  | $\mathrm{t}_{\mathrm{k}}$ |
| ---: | :--- |
| $\mathrm{k}=1$ | 0.0159198802461869 |
| 2 | 0.0819844463366821 |
| 3 | 0.1933142836497048 |
| 4 | 0.3378732882980955 |
| 5 | 0.5000000000000000 |
| 6 | 0.6621267117019045 |
| 7 | 0.8066857163502952 |
| 8 | 0.9180155536633179 |
| 9 | 0.9840801197538131 |

and the $w_{k}$ are the solution of the linear system

$$
\sum_{k=1}^{9} t_{k}^{\ell-1} w_{k}=\frac{1}{\ell}(\ell=1, \ldots, 9)
$$

This integration rule enables us to calculate $a_{o}^{(j)}\left(t_{k}\right)$ and $b_{o}^{(j)}\left(t_{k}\right)$ to the desired accurdcy. It also enables us to calculate further iterationsteps $x_{i+1}\left(t_{k}\right)$ :
$L x_{i}\left(t_{k}\right)=t_{k} \sum_{\ell=1}^{9} \frac{w_{\ell}}{t_{k}+t_{\ell}} x_{i}\left(t_{\ell}\right) \quad k=1, \ldots, 9$
$F\left(x_{i}\right)\left(t_{k}\right)=-1+x_{i}\left(t_{k}\right)\left(1-\frac{\lambda}{2} L x_{i}\left(t_{k}\right)\right)$
$a_{i}^{(0)}\left(t_{k}\right)=0$ and $b_{i}^{(0)}\left(t_{k}\right)=0$
$a_{i}^{(j)}\left(t_{k}\right)=\frac{1-x_{i}\left(t_{k}\right)\left(1-\frac{\lambda}{2} L x_{i}\left(t_{k}\right)\right)}{1-\frac{\lambda}{2} L x_{i}\left(t_{k}\right)}+\frac{\frac{\lambda}{2} x_{i}\left(t_{k}\right) t_{k}}{1-\frac{\lambda}{2} L x_{i}\left(t_{k}\right)}\left(\sum_{\ell=1}^{9} \frac{w_{\ell}}{t_{k}+t_{\ell}} a_{i}^{(j-1)}\left(t_{\ell}\right)\right)$
to the desired accuracy, and
$b_{i}^{(j)}\left(t_{k}\right)=\frac{\frac{\lambda}{2} t_{k}}{1-\frac{\lambda}{2} L x_{i}\left(t_{k}\right)} 1 \sum_{\ell=1}^{9} \frac{w_{\ell}}{t_{k}+t_{\ell}}\left(-2 a_{i}\left(t_{k}\right) a_{i}\left(t_{\ell}\right)+x_{i}\left(t_{k}\right) b_{i}^{(j-1)}\left(t_{\ell}\right)\right)!$
to the desired accuracy, where $a_{i}\left(t_{k}\right)$ is the last approximation $a_{i}^{(j)}\left(t_{k}\right)$ to the Newtoncorrection. We can cont inue the iteration until

$$
\max _{k=1, \ldots, 9}\left|x_{i}\left(t_{k}\right)-x_{i=1}\left(t_{k}\right)\right|<\varepsilon
$$

We give the solution $x^{*}\left(t_{k}\right)$ for $\lambda=\frac{\ell}{10}(\ell=1, \ldots, 10)$ and the number of iterationsteps needed in the different iterative procedurcs to achieve convergence to 8 docinal digits $(\varepsilon=5 .(-9)$ ). In [ 41 pp .78$]$ Rall has approximated the integral equation (III.8.1) by

$$
\xi_{k}-1-\frac{\lambda}{2} \xi_{k} t_{k} \sum_{\ell=1}^{9} \frac{w_{\ell} \xi_{\ell}}{t_{k}+t_{l}} \text { where } \xi_{k}=x\left(t_{k}\right) \text { for } k=1, \ldots, 9
$$

This fixed point problem can be solved by repeated substitution and the method of continuation. The number of iterations required now to obtain convergence to eight decimal places is also shown in the following table. We notice a significant difference. All the computations are performed in double precision accuracy (about 16 decimal digits). For the calculation of $x^{*}\left(t_{k}\right)$ for a chosen $\lambda$, (III.8.4) has been rewritten as follows [47] to remove singularities in the integrand for small $t$ and great $\lambda$
with

$$
\begin{aligned}
& x^{\star}(t)=\exp \left(z^{\star}(t)\right) \\
& z^{\star}(t)=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}}[f(\theta)-g(\theta)+h(\theta)] d_{\theta}+z_{2}(t)-z_{3}(t) . \\
& f(\theta)=\lambda \operatorname{Arctg}(t \operatorname{tg} \theta) \frac{\epsilon \operatorname{cosec}^{2} \theta-\operatorname{cotg} \theta}{1-\lambda \in \operatorname{cotg} \theta} \\
& g(\theta)=\frac{\pi}{2} \lambda \operatorname{Arctg}(t \operatorname{tg} \theta\} \\
& h(\theta)=\frac{2 t(1-\lambda)}{1-\lambda+\frac{1}{3} \lambda \theta^{2}} \\
& z_{2}(t)=\left\{\begin{array}{l}
\left.\frac{1}{2} \lambda \frac{\pi^{2}}{8}-\sum_{n=0}^{\infty} \frac{1}{(2 n+1)^{2}}\left(\frac{1-t}{1+t}\right)^{2 n+1}\right\} \text { for } 1 \geq t>\sqrt{2}-1 \\
\frac{1}{2} \lambda\left\{\frac{1}{2} \ln t \ln \frac{1-t}{1+t}+\sum_{n=0}^{\infty} \frac{t^{2 n+1}}{(2 n+1)^{2}}\right.
\end{array} \text { for } 0 \leq t \leq \sqrt{2}-1\right. \\
& z_{3}(t)=\frac{2 t}{\pi} \sqrt{\frac{3(1-\lambda)}{\lambda}} \operatorname{Arctg}\left(\frac{\pi}{2} \sqrt{\left.\frac{\lambda}{3(1-\lambda)}\right)}\right.
\end{aligned}
$$

$\mathrm{NE}=$ Newton
$=$ Chebyshev
$=$ Halley
$\mathrm{FP}=$ Fixed point

| k | $\lambda=0.1$ | $\lambda=0.2$ | $\lambda=0.3$ | $\lambda=0.4$ | $\lambda=0.5$ | $\lambda=0.6$ | $\lambda=0.7$ | $\lambda=0.8$ | $\lambda=0.9$ | $\lambda=1.0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.00336988 | 1.00687491 | 1.01053648 | 1.01438330 | 1.01845565 | 1.02281372 | 1.02755593 | 1.03286827 | 1.03921408 | 1.05118792 |
| 2 | 1.01089751 | 1.02250589 | 1.03495048 | 1.04840010 | 1.06309273 | 1.07938509 | 1.09786206 | 1.11963041 | 1.14744810 | 1.20857560 |
| 3 | 1.01829895 | 1.03817912 | 1.05995679 | 1.08406415 | 1.11111907 | 1.14206127 | 1.17845395 | 1.22329757 | 1.28417328 | 1.43721371 |
| 4 | 1.02435468 | 1.05121660 | 1.08114154 | 1.11490155 | 1.15362003 | 1.19903811 | 1.25411164 | 1.32464119 | 1.42564702 | 1.71373669 |
| 5 | 1.02892234 | 1.06117663 | 1.09755911 | 1.13919206 | 1.18773513 | 1.24580716 | 1.31794506 | 1.41326257 | 1.55603380 | 2.01277877 |
| 6 | 1.03220523 | 1.06840231 | 1.10959650 | 1.15722111 | 1.21342320 | 1.28164104 | 1.36793401 | 1.48472695 | 1.66599369 | 2.30601170 |
| 7 | 1.03445865 | 1.07339474 | 1.11797620 | 1.16988217 | 1.23165182 | 1.30739606 | 1.40445447 | 1.53811996 | 1.75110922 | 2.56462107 |
| 8 | 1.03589121 | 1.07658239 | 1.12335356 | 1.17805495 | 1.24350201 | 1.32428633 | 1.42867803 | 1.57409995 | 1.80995660 | 2.76255967 |
| 9 | 1.03664375 | 1.07826123 | 1.12619412 | 1.18238740 | 1.24981062 | 1.33332581 | 1.44173217 | 1.59367978 | 1.84249994 | 2.87963509 |
| NE | 3 | 3 | 3 | 4 | 4 | 4 | 4 | 4 | 5 | 17 |
| CH | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 4 | 13 |
| HA | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 12 |
| FP | 7 | 9 | 10 | 12 | 15 | 18 | 22 | 29 | 45 | 44293 |

Table III.8.1.
Table III.8.2.
$\left(\left(6^{-}\right) \cdot 5=3\right) \quad\left|\left({ }^{y_{7}}\right) \mathrm{I}_{\mathrm{x}}-\left({ }^{y_{7}}\right){ }_{*}{ }^{\mathrm{x}}\right|$

| k | $\lambda=0.1$ | $\lambda=0.2$ | $\lambda=0.3$ | $\lambda=0.4$ | $\lambda=0.5$ | $\lambda=0.6$ | $\lambda=0.7$ | $\lambda=0.8$ | $\lambda=0.9$ | $\lambda=1.0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $3.7(-5)$ | $7.5(-5)$ | $1.1(-4)$ | $1.5(-4)$ | $1.9(-4)$ | $2.3(-4)$ | $2.7(-4)$ | $3.0(-4)$ | $3.5(-4)$ | $3.9(-4)$ |
| 2 | $5.0(-7)$ | $9.4(-7)$ | $1.3(-6)$ | $1.6(-6)$ | $1.9(-6)$ | $2.0(-6)$ | $2.1(-6)$ | $2.1(-6)$ | $2.1(-6)$ | $7.1(-6)$ |
| 3 | $8.9(-9)$ | $4.7(-8)$ | $1.2(-7)$ | $2.2(-7)$ | $3.6(-7)$ | $5.4(-7)$ | $7.7(-7)$ | $1.0(-6)$ | $1.4(-6)$ | $1.2(-5)$ |
| 4 | $7.8(-9)$ | $3.2(-8)$ | $7.6(-8)$ | $1.4(-7)$ | $2.2(-7)$ | $3.3(-7)$ | $4.8(-7)$ | $6.6(-7)$ | $9.0(-7)$ | $2.8(-5)$ |
| 5 | $\leq \varepsilon$ | $2.2(-8)$ | $5.1(-8)$ | $9.5(-8)$ | $1.5(-7)$ | $2.3(-7)$ | $3.4(-7)$ | $4.7(-7)$ | $6.5(-7)$ | $5.1(-5)$ |
| 6 | $\leq \varepsilon$ | $1.7(-8)$ | $3.9(-8)$ | $7.3(-8)$ | $1.2(-7)$ | $1.8(-7)$ | $2.6(-7)$ | $3.7(-7)$ | $5.3(-7)$ | $7.8(-5)$ |
| 7 | $\leq \varepsilon$ | $1.4(-8)$ | $3.2(-8)$ | $6.0(-8)$ | $9.9(-8)$ | $1.5(-7)$ | $2.2(-7)$ | $3.2(-7)$ | $4.5(-7)$ | $1.1(-4)$ |
| 8 | $\leq \varepsilon$ | $1.2(-8)$ | $2.9(-8)$ | $5.3(-8)$ | $8.8(-8)$ | $1.3(-7)$ | $2.0(-7)$ | $2.8(-7)$ | $4.1(-7)$ | $1.3(-4)$ |
| 9 | $\leq \varepsilon$ | $1.1(-8)$ | $2.7(-8)$ | $5.0(-8)$ | $8.2(-8)$ | $1.3(-7)$ | $1.9(-7)$ | $2.7(-7)$ | $3.9(-7)$ | $1.5(-4)$ |


| k | $\lambda=0.1$ | $\lambda=0.2$ | $\lambda=0.3$ | $\lambda=0.4$ | $\lambda=0.5$ | $\lambda=0.6$ | $\lambda=0.7$ | $\lambda=0.8$ | $\lambda=0.9$ | $\lambda=1.0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $3.7(-5)$ | 7.5(-5) | $1.1(-4)$ | $1.5(-4)$ | 1.9(-4) | $2.3(-4)$ | $2.7(-4)$ | 3.1 (-4) | 3.5(-4) | 3.9(-4) |
| 2 | 5.0(-7) | 9.4(-7) | $1.3(-6)$ | $1.6(-6)$ | 1.9(-6) | $2.0(-6)$ | $2.1(-6)$ | 2.1(-6) | $2.1(-6)$ | 9.7(-6) |
| 3 | 8.8(-9) | $4.7(-8)$ | $1.2(-7)$ | $2.2(-7)$ | $3.6(-7)$ | 5.4(-7) | $7.7(-7)$ | $1.0(-6)$ | 1.4(-6) | $2.0(-5)$ |
| 4 | $7.8(-9)$ | $3.2(-8)$ | $7.5(-8)$ | 1.4(-7) | $2.2(-7)$ | $3.3(-7)$ | $4.8(-7)$ | $6.6(-7)$ | 8.9(-7) | $4.4(-5)$ |
| 5 | 5.3(-9) | $2.2(-8)$ | $5.1(-8)$ | $9.4(-8)$ | $1.5(-7)$ | $2.3(-7)$ | $3.3(-7)$ | $4.7(-7)$ | 6.5(-7) | $7.8(-5)$ |
| 6 | こ $¢$ | $1.7(-8)$ | $3.8(-8)$ | $7.2(-8)$ | $1.2(-7)$ | 1.8(-7) | $2.6(-7)$ | $3.7(-7)$ | $5.2(-7)$ | 1.2(-4) |
| 7 | $\leq \varepsilon$ | $1.4(-8)$ | $3.2(-8)$ | $5.9(-8)$ | 9.8(-8) | $1.5(-7)$ | 2.2(-7) | $3.1(-7)$ | $4.5(-7)$ | $1.6(-4)$ |
| 8 | $\leq \varepsilon$ | $1.2(-8)$ | $2.8(-8)$ | $5.2(-8)$ | $8.7(-8)$ | $1.3(-7)$ | 1.9(-7) | $2.8(-7)$ | 4.0(-7) | $2.0(-4)$ |
| 9 | $\leq \varepsilon$ | 1.1(-8) | $2.6(-8)$ | $4.8(-8)$ | 8.1(-8) | 1.2(-7) | 1.8(-7) | $2.6(-7)$ | $3.8(-7)$ | $2.2(-4)$ |

The convergence to eight decimal places of the different methods of approximation does not imply that those eight digits are significant digits for $x^{\star}\left(t_{k}\right)$. For small $t_{k}$ and great $\lambda$ the iterative methods do not converge to $x^{\star}\left(t_{k}\right)$ but to a function in the neighbourhood of $x^{\star}\left(t_{k}\right)$. Let us denote by $x_{1}\left(t_{k}\right)$ the solution obtained by performing one of the iterative procedures Newton, Chebyshev or Halley (for each of the iterative procedures after a different number of iterationsteps) and let us denote by $x_{F}\left(t_{k}\right)$ the solution obtained after rewriting (III.8.1) as a fixed point problem.
In the tables III.8.2 and III. 8.3 one can find $k^{*}\left(t_{k}\right)-x_{I}\left(t_{k}\right) \mid$ and $\left|x^{\star}\left(t_{k}\right)-x_{F}\left(t_{k}\right)\right|$ for $k=1, \ldots, 9$ and $\lambda=0.1, \ldots, 1.0$. For sma.11 $t_{k}(k=1,2)$ generally

$$
x_{\mathrm{F}}\left(t_{\mathrm{k}}\right) \leq \mathrm{x}^{\star}\left(t_{\mathrm{k}}\right) \leq \mathrm{x}_{\mathrm{I}}\left(t_{\mathrm{k}}\right)
$$

Only for $\lambda=1.0$ one notices slight differencos.

## § 9. NUMERICAL STABILITY OF THE HALIEX-ITERATION FOR THE SOLUTION OF A SYSTEM OF NONLINEAR EQUATIONS

### 9.1. Whmerical stabilitu of iterations

Consider the mumerical solution of the equation

$$
\begin{equation*}
F(x)=0 \tag{III.9.1}
\end{equation*}
$$

with $F: \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}: x \rightarrow F(x)$, abstract analytic in 0 and assume that (II. 9.1) has a simple root $x^{*}$. We briefly repeat the definition of condition-number given by [48] Wotniakowski.

The consition-number should measure the sensitivity of the solution (output) with respect to changes in the data (input). We assume that $F$ depends parametrically on a vector $d \in \mathbb{R}^{q}$, called data vector

$$
F(x)=F(x ; d)
$$

Instead of the exact value $F(x ; d)$ we only have the computed value $f(F(x ; d)$ ) in $t$ digit floatingmpoint binaryarithmetic. At best we can expect that $f \ell(F(x ; d))$ is the exact value of a slightly perturbed operator at slightly perturbed data

$$
\begin{equation*}
f \ell(F(x ; d))=\left(I_{x}+\Delta F\right) F(x+\Delta x ; d+\Delta d) \tag{111.9.2}
\end{equation*}
$$

where $I_{x}$ is the $p x p$ unit-matrix, $\Delta F$ is a $p \times p$ matrix and

$$
\|\Delta x\| \leq C_{1} \rho\|x\|
$$

$$
\begin{equation*}
\|\Delta d\| \leq \mathrm{C}_{2} \rho\|d\| \tag{III.9.3}
\end{equation*}
$$

$$
\|\Delta \mathrm{F}\| \leq \mathrm{C}_{3} \rho
$$

for constants $C_{1}, C_{2}, C_{3}$ only depending on the dimensions of the problem, and with

$$
\rho=2^{-t}
$$

the relative computer precision [27].

We summarize (11.9.3) by writing

$$
\Delta x=O(\rho) \quad \Delta d=O(0) \quad \Delta F=O(\rho)
$$

We will always, for a given $F$, define the data vector so that (III.9.2) holds and so that the condition-number (see definition III.9.1) is minimized. Let $f \ell(\mathrm{~d})$ denote the $t$ digit binary representation of the vector $d$ in floating-point arithmetic

$$
\|f \ell(d)-d\| \leq C_{o}\|d\| \quad \text { i.e. } f \ell(d)-d=O(\rho)
$$

Since $d$ is represented by $f \ell(d)$, we solve in fact $F(x ; f \ell(d))=0$ instead of $F(x)=0$, independent of the method used to solve (III.9.1). Let $\mathrm{F}_{\mathrm{x}}$ and $\mathrm{F}_{\mathrm{d}}$ denote the partial Frechet-derivatives of F , respectively with respect to x and d . Now $F(x ; f \ell(d))=0$ has a root $\tilde{x}^{\star}$ in the neighbourhood of $x^{\star}$ and $\tilde{x}^{\star}-x^{\star}=O(\rho)$ if $t$ is sufficiently large:

$$
\begin{aligned}
x^{\star}-x^{\star}= & -F_{x}^{\prime}\left(x^{\star} ; d\right)^{-1} F_{d}^{\prime}\left(x^{\star} ; d\right)(f \ell(d)-d) \\
& + \text { higher order terms in } x^{\star}-x^{\star} \text { and } f \ell(d)-d \\
= & -F_{x}^{\prime}\left(x^{\star} ; d\right)^{-1} F_{d}^{\prime}\left(x^{\star} ; d\right)(f \ell(d)-d)+O\left(o^{2}\right)
\end{aligned}
$$


Definition III.9.1.:
Cond $(F ; d)=\left\|F_{x}^{\prime}\left(x^{\star} ; d\right)^{-1} F_{d}^{\prime}\left(x^{\star} ; d\right)\right\| \cdot\|d\| /\left\|x^{\star}\right\|$ is called the
condition number of $F$ with respect to the data vector $d$.

We call a problem ill-conditioned if $\operatorname{cond}(\mathrm{F} ; \mathrm{d}) \gg 1$.
Let us now suppose that $F(x ; d)=O$ is solved by an iterative procedure $\Phi\left(x_{i}, F\right)$, where $\Phi$ can use several $F_{i}^{(j)}$, the $j^{\text {th }}$ Frechet-derivative of $F$ at $x_{j}$ (if $j=1$ or 2 , a single or double prime is used instead of the superscript $j$ ). If $\left\{x_{j}\right\}$ is the sequence of successive approximations of $x^{*}$, we can at best expect $x_{i}$ to be the representation of a computed value for $\hat{x}^{*}$,

$$
\left\|x_{i}-\tilde{x}^{*}\right\| \leq K \rho\left\|x^{\star}\right\|
$$

So

$$
\begin{aligned}
\left\|x_{i}-x^{\star}\right\| & \leq\left\|x_{i}-x^{\star}\right\|+\left\|x^{\star}-x^{\star}\right\| \leq K_{\rho}\left\|x^{\star}\right\|+C_{0} \operatorname{cond}(F ; d) \cdot\left\|x^{\star}\right\|+O\left(o^{2}\right) \\
& \leq K_{\rho}\left(\left\|x^{\star}-x^{\star}\right\|+\left\|x^{\star}\right\|\right)+C_{\rho} \operatorname{cond}(F ; d) \cdot\left\|x^{\star}\right\|+O\left(\rho^{2}\right) \\
& \leq\left[K_{o}+C_{\rho} \operatorname{cond}(F ; d)\right] \cdot\left\|x^{\star}\right\|+O\left(\rho^{2}\right) .
\end{aligned}
$$

Definition III.9.2.:
An iteration $\ddagger$ is called momerically stable if

$$
\lim _{i \rightarrow \infty}\left\|x_{i}-x^{\star}\right\| \leq \rho \cdot\left\|x^{\star}\right\| \cdot(C \operatorname{cond}(\Gamma ; d)+K)+O\left(\rho^{2}\right),
$$

with $C$ and $K$ nonnegative constants.

In practice we of ten want to find an approximation $x_{i}$ such that $\left\|x_{i}-x^{\star}\right\| \leq \varepsilon \cdot\left\|x^{\star}\right\|$.
This is possible if the problem is sufficiently well-conditioned, i.e. $\rho \operatorname{cond}(F ; d)=0(\varepsilon)$. In floating-point arithmetic we have

$$
x_{i+1}=\Phi\left(x_{i}, F\right)+\xi_{i} \text { where } \xi_{i}=f \ell\left(\Phi\left(x_{i}, F\right)\right)-\Phi\left(x_{i}, F\right)
$$

Theorem III.9.1.:

A convergent iterative procedure $\Phi\left(x_{i}, F\right)$, i.e. $\lim _{i \rightarrow \infty}\left\|\Phi\left(x_{i}, F\right)-x^{\star}\right\|=0$, is numerically stable if $\lim _{i \rightarrow \infty}\left\|\xi_{i}\right\| \leq \rho\left\|x^{\star}\right\| \cdot($ C. cond $(F ; d)+K)+O\left(\rho^{2}\right)$

Proof:
We simply verify the definition:

$$
\begin{aligned}
\lim _{i \rightarrow \infty}\left\|x_{i}-x^{\star}\right\| & \leq \lim _{i \rightarrow \infty}\left[\left\|\Phi\left(x_{i-1}, F\right)-x^{\star}\right\|+\left\|\xi_{i-1}\right\|\right] \\
& =\lim _{i \rightarrow \infty}\left\|\xi_{i-1}\right\| \leq \rho\left\|_{i} x^{\star}\right\|(C \text { cond }(F ; d)+K)+O\left(\rho^{2}\right)
\end{aligned}
$$

### 9.2. The Halley-iteration

In [48] Wozniakowski proves nunerical stability of the Newton-iteration for the solution of a system of nonlinear equations,

$$
x_{i+1}=x_{i}+a_{i}
$$

with

$$
a_{i}=-F_{i}^{\prime-1} F_{i}
$$

under a natural assumption on the computed evaluation of $F$.

Theorem III.9.2.:

If a) $f \ell\left(F\left(x_{i} ; d\right)\right)=\left(I_{x}+\Delta F_{i}\right) F\left(x_{i}+\Delta x_{i} ; d+\Delta d_{i}\right)=F\left(x_{i} ; d\right)+\delta F_{i}$ with $\delta F_{i}=\Delta F_{i} F\left(x_{i} ; d\right)+F_{X}^{\prime}\left(x_{i} ; d\right) \Delta x_{i}+F_{d}^{\prime}\left(x_{i} ; d\right) \Delta d_{i}+O\left(\rho^{2}\right)$
b) $f \ell\left(F^{\prime}\left(x_{i} ; d\right)\right)=F^{\prime}\left(x_{i} ; d\right)+\delta F_{i}^{\prime}$ with $\delta F_{i}^{\prime}=O(\rho)$
c) the computed correction $f \ell\left(a_{i}\right)$ is the exact solution
of a perturbed linear system
$\left(F^{\prime}\left(x_{i} ; d\right)+\delta F_{i}^{\prime}+E_{i}\right) f \ell\left(a_{i}\right)=-F\left(x_{i} ; d\right)-\delta F_{i}$ with $E_{i}=O(\rho)$
then the Newton-iteration is numerically stable

We will now prove numerical stability of the Halley-iteration for the solution of a system of nonlinear equations:
with

$$
\begin{equation*}
x_{i+1}=x_{i}+\frac{a_{i}^{2}}{a_{i}+\frac{1}{2} b_{i}} \tag{III.9.4}
\end{equation*}
$$

$$
\mathrm{b}_{\mathrm{i}}=\mathrm{F}_{i}^{-1} \mathrm{~F}_{i}^{\prime \prime} \mathrm{a}_{i}^{2}
$$

under assumptions similar to the assumptions for the Newton-iteration. We will also assume that the divisions in (III.9.4) are such that

$$
\begin{equation*}
\left(\frac{1}{a_{i}+\frac{1}{2} F_{i}^{\prime-1} F_{i}^{\prime \prime} a_{i}^{2}}\right)^{j} \quad O\left(\left\|a_{i}\right\|^{j-k} o^{k+\ell}\right)=O\left(\rho^{\ell}\right) \tag{III.9.5}
\end{equation*}
$$

Condition (III.9.5) takes care of the fact that the denominator of the correction-term in (III.9.4) does not become too small in comparison with $O\left(\left\|a_{i}\right\|^{j-k} \rho^{k}\right)$.
The assumption (III.9.5) is a natural generalization of the following relations:

$$
\begin{aligned}
& \text { for } p=1: \lim _{i \rightarrow \infty} \frac{a_{i}}{a_{i}+\frac{1}{2} F_{i}^{\prime-1} F_{i}^{\prime \prime} a_{i}^{2}}=1 \\
& \exists L \in \mathbb{N}, D \in \mathbf{R}_{o}^{+}>\forall \forall \geq L:\left|\frac{a_{i}}{a_{i}+\frac{1}{2} F_{i}^{\prime-1} F_{i}^{\prime \prime} a_{i}^{2}}\right| \leq 1+D
\end{aligned}
$$

(case $\mathrm{j}=1, \mathrm{k}=0, \ell=0$ )
and
in a convergent process (III.9.4)
$\lim _{i \rightarrow \infty} \frac{a_{i}^{2}}{a_{i}+\frac{1}{2} F_{i}^{\prime-1} F_{i}^{\prime \prime} a_{i}^{2}}=0$
1
$\exists N \in N=\forall i \geq N: \frac{a_{i}^{2}}{a_{i}+\frac{1}{2} F_{i}^{\prime}-1 F_{i}^{\prime \prime} a_{i}^{2}}=0(\rho)$

$$
\begin{aligned}
& \lim _{i \rightarrow \infty}\left\|x^{\star}-x_{i}\right\|=0 \\
& \lim _{i \rightarrow \infty} a_{i}=0
\end{aligned}
$$

1
$J M \in N \sim \forall i \geq M: a_{i}=O(0)$

U
$3 M \in \mathbb{N} \supset \forall i \geq M: a_{i}^{2}=O\left(\left\|a_{i}\right\| \rho\right)$

(case $\mathrm{j}=1, \mathrm{k}=0, \ell=1$ )

From now on we will somet imes write $F\left(x_{i}\right), F_{x}^{\prime}\left(x_{i}\right), F_{d}^{\prime}\left(x_{i}\right), F^{\prime}\left(x_{i}\right), F^{\prime \prime}\left(x_{i}\right)$ instead of $F\left(x_{i} ; d\right), F_{x}^{\prime}\left(x_{i} ; d\right), F_{d}^{\prime}\left(x_{i} ; d\right), P^{\prime}\left(x_{i} ; d\right), F^{\prime \prime}\left(x_{i} ; d\right)$ in order to shorten the notations.

## Theorem III.9.3.:

If a) $f \ell\left(F\left(x_{i} ; d\right)\right)=\left(I_{x}+\Delta F_{i}\right) F\left(x_{i}+\Delta x_{i} ; d+\Delta d_{i}\right)=F\left(x_{i}\right)+\delta F_{i}$ with

$$
\delta F_{i}=\Delta F_{i} F\left(x_{i}\right)+F_{x}^{\prime}\left(x_{i}\right) \Delta x_{i}+F_{d}^{\prime}\left(x_{i}\right) \Delta d_{i}+O\left(\rho^{2}\right)
$$

b) $f \ell\left(F^{\prime}\left(x_{i} ; d\right)\right)=F^{\prime}\left(x_{i}\right)+\delta F_{i}^{\prime}$ with $\delta F_{i}^{\prime}=O(\rho)$
c) $f \ell\left(F^{\prime \prime}\left(x_{i} ; d\right)\right)=F^{\prime \prime}\left(x_{i}\right)+\delta F_{i}^{\prime \prime}$ with $\delta F_{i}^{\prime \prime}=O(\rho)$
d) the computed correction $\mathrm{f} \mathrm{\ell}\left(\mathrm{a}_{\mathrm{i}}\right)$ is the exact solution of a perturbed linear system

$$
\left(F^{\prime}\left(x_{i}\right)+\delta F_{i}^{\prime}+E_{i, 1}\right) E \ell\left(a_{i}\right)=-F\left(x_{i}\right)-\delta F_{i} \text {, with } E_{i, 1}=O(p)
$$

e) analogously,

$$
\left(F^{\prime}\left(x_{i}\right)+\delta F_{i}^{\prime}+E_{i, 2}\right) f \ell\left(b_{i}\right)=\left(F^{\prime \prime}\left(x_{i}\right)+s F_{i}^{\prime \prime}\right) f \ell\left(a_{i}\right)^{2} \text { with } E_{i, 2}=O(0)
$$

and (III.9.5) holds,
then the iteration (III.9.4) is mmerically stable.

Proof:
Let $F^{\prime}\left(x_{i}\right)+\varepsilon F_{i}^{\prime}+E_{i, 1}=F^{\prime}\left(x_{i}\right)\left(I_{X}+H_{i, 1}\right)$
where $H_{i, 1}=F^{\prime}\left(x_{i}\right)^{-1}\left\{6 F_{i}^{\prime}+E_{i, 1}\right\}=O(\rho)$ because of $\left.b\right)$ and $\left.d\right)$.
So for small o

$$
\left(\mathrm{I}_{\mathrm{x}}+\mathrm{H}_{\mathrm{i}, 1}\right)^{-1}=\mathrm{I}_{\mathrm{x}}-\mathrm{H}_{\mathrm{i}, 1}+\mathrm{O}\left(\mathrm{O}^{2}\right)
$$

Thus

$$
\begin{equation*}
f \ell\left(a_{i}\right)=\left(I_{x}-H_{i, 1}\right) F_{i}^{-1}\left(-F_{i}-\delta F_{i}\right)+O\left(\rho^{2}\right) \tag{III.9.6}
\end{equation*}
$$

Analgously

$$
\begin{aligned}
& f \ell\left(b_{i}\right)=\left(I_{x}-H_{i, 2}\right) F_{i}^{\prime-1}\left(F_{i}^{\prime \prime}+8 F_{i}^{\prime \prime}\right) f \ell\left(a_{i}\right)^{2}+O\left(\rho^{2}\right) \\
& \text { with } H_{i, 2}=O(\rho) .
\end{aligned}
$$

Now

$$
\begin{aligned}
& \left.\left(F_{i}^{\prime \prime}+\delta F_{i}^{\prime \prime}\right) f \ell\left(a_{i}\right)^{2}=\left(F_{i}^{\prime \prime}+\delta F_{i}^{\prime \prime}\right)\left(I_{x}-H_{i}, 1\right) F_{i}^{\prime-1}\left(-F_{i}-\delta F_{i}\right)\right]^{2}+O\left(\rho^{2}\right) \\
& =\left(F_{i}^{\prime \prime}+\delta F_{i}^{\prime}\right) a_{i}^{2}+2\left(F_{i}^{\prime \prime}+\delta F_{i}^{\prime}\right)\left(F_{i}^{\prime-1} F_{i}, F_{i}^{\prime-1} \delta F_{i}-H_{i}, F_{i}^{\prime-1} F_{i}\right)+O\left(\rho^{2}\right) \\
& \quad=\left(F_{i}^{\prime \prime}+\delta F_{i}^{\prime}\right) a_{i}^{2}-2 F_{i}^{\prime \prime}\left(a_{i}, F_{i}^{\prime-1} \delta F_{i}-H_{i}, F^{\prime} F_{i}^{\prime-1} F_{i}\right)+O\left(\rho^{2}\right)
\end{aligned}
$$

Thus

$$
\begin{aligned}
f \ell\left(b_{i}\right) & =F_{i}^{\prime-1}\left(F_{i}^{\prime \prime}+\delta F_{i}^{\prime}\right) a_{i}^{2}-2 F_{i}^{\prime-1} F_{i}^{\prime \prime}\left(a_{i}, F_{i}^{\prime-1} \delta F_{i}-H_{i}, F_{i}^{\prime-1} F_{i}\right) \\
& -H_{i, 2} F_{i}^{\prime-1} F_{i}^{\prime \prime} a_{i}^{2}+O\left(\rho^{2}\right)
\end{aligned}
$$

A computed approximation $x_{i+1}$ satisfies

$$
x_{i+1}=\left(I_{x}+\delta I_{i, 1}\right)\left[x_{i}+\left(I_{x}+\delta I_{i, 2}\right) \frac{f \ell\left(a_{i}\right)^{2}}{f \ell\left(a_{i}\right)+\frac{1}{2} f \ell\left(b_{i}\right)}\right]
$$

where $\delta I_{i, 1}$ and $\delta I_{i, 2}$ are diagonal matrices and $\delta I_{i, 1}=O(\rho)$ and $\delta I_{i, 2}=O(\rho)$. So

$$
x_{i+1}=\left(I_{x}+\delta I_{i, 1}\right)\left[x_{i}+\left(I_{x}+\delta I_{i, 2}\right) \frac{a_{i}^{2}-2 a_{i} \cdot\left(F_{i}^{\prime-1} \delta F_{i}+H_{i, 1} a_{i}\right)+o\left(\rho^{2}\right)}{a_{i}+\frac{1}{2} b_{i}-\delta a_{i}+O\left(\rho^{2}\right)}\right]
$$

where

$$
\begin{aligned}
\delta a_{i}= & F_{i}^{-1} \delta F_{i}+H_{i, 1} a_{i}-\frac{1}{2} F_{i}^{-1} \delta F_{i}^{\prime \prime} a_{i}^{2} \\
& +\frac{1}{2} H_{i}, 2_{i}^{\prime} F_{i}^{\prime-1} a_{i}^{\prime}+F_{i}^{-1} F_{i}^{\prime \prime}\left(a_{i}, F_{i}^{\prime-1} \delta F_{i}-H_{i, 1} F_{i}^{-1} F_{i}\right)
\end{aligned}
$$

Using (III.9.6) we find

$$
f \ell\left(a_{i}\right)-a_{i}+H_{i, 1} a_{i}-H_{i, 1} F_{i}^{\prime-1} \delta F_{i}+O\left(\rho^{2}\right)=-F_{i}^{\prime-1} \delta F_{i},
$$

and thus, for positive constants $D_{1}$ and $D_{2}$,

$$
\left\|\mathrm{F}_{\mathrm{i}}^{\prime-1} \delta \mathrm{~F}_{\mathrm{i}}\right\| \leq \mathrm{D}_{2} \mathrm{ol}_{\mathrm{i}} \|
$$

since

$$
\left\|f \ell\left(a_{i}\right)-a_{i}\right\| \leq D_{1} \rho\left\|a_{i}\right\|
$$

and

$$
\left\|F_{i}^{-1}\right\| \cdot\left\|F_{i}\right\| \leq\left\|F_{i}^{\prime-1}\right\| \cdot\left\|F_{i}^{\prime}\right\| \cdot\left\|a_{i}\right\| \cdot
$$

Thus
$x_{i+1}=\left(I_{x}+\delta I_{i, 1}\right)\left[x_{i}+\frac{a_{i}^{2}-2 a_{i}\left(F_{i}^{-1} \delta F_{i}+H_{i, 1} a_{i}\right)+\delta I_{i, 2} a_{i}^{2}+O\left(o^{2}\left\|a_{i}\right\|^{2}, \rho^{2}\right)}{a_{i}+\frac{1}{2} b_{i}-\delta a_{i}+O\left(o^{2}\right)}\right]$
where $\delta I_{i, 2} a_{i}^{2}$ is the linear operator $\delta I_{i, 2}$ evaluated in $a_{i}^{2}$ (componentwise square of the vector $\mathrm{a}_{\mathrm{i}}$ ).

So
$x_{i+1}=\left(I_{x}+\delta I_{i, 1}\right)\left[x_{i}+\frac{a_{i}^{2}-2 a_{i}\left(F_{i}^{-1} \delta F_{i}+H_{i, 1} a_{i}\right)+\delta I_{i, 2} a_{i}^{2}+O\left(\rho^{2}\left\|a_{i}\right\|^{2}, \rho^{2}\right)}{a_{i}+\frac{1}{2} b_{i}} \cdot c_{i}\right]$
$c_{i}=1+\frac{1}{a_{i}+\frac{1}{2} b_{i}}\left(\delta a_{i}+O\left(\rho^{2}\right)\right)+\left(\frac{1}{a_{i}+\frac{1}{2} b_{i}}\right)^{2} O\left(\left\|a_{i}\right\|^{2-k_{p}}{ }^{k+2}, k=0,1,2\right)$
since $\delta a_{i}=O\left(0\left\|a_{i}\right\|\right)$, where $I$ is the unit vector $(1, \ldots, 1)$ in $\mathbb{R}^{p}$.
Using (III.9.5) we conclude

$$
\left(\frac{1}{a_{i}+\frac{1}{2} b_{i}}\right)^{2} O\left(\left\|a_{i}\right\|^{2-k} k^{k+2}, k=0,1,2\right)=O\left(\rho^{2}\right) .
$$

For $\xi_{i}=x_{i+1}-\Phi\left(x_{i}, F\right)$, we have

$$
\begin{aligned}
\xi_{i}= & \delta I_{i, 1} x_{i}+\frac{a_{i}^{2}}{a_{i}+\frac{1}{2} b_{i}}\left(c_{i}-I\right) \\
& +\frac{-2 a_{i}\left(F_{i}^{-1}{ }^{-1} F_{i}+H_{i,} a_{i}\right)+\delta I_{i,} z^{a_{i}^{2}}+O\left(\rho^{2}\left\|a_{i}\right\|^{2}\right)}{a_{i}+\frac{1}{2} b_{i}} \cdot c_{i} \\
& +\delta I_{i, 1} \frac{a_{i}^{2}}{a_{i}+\frac{1}{2} b_{i}} \cdot c_{i}+O\left(\rho^{2}\right) .
\end{aligned}
$$

So

$$
\begin{aligned}
\xi_{i}= & \delta I_{i, 1} x_{i}+\left(\frac{1}{a_{i}+\frac{1}{2} b_{i}}\right)^{2} O\left(\rho\left\|a_{i}\right\|^{3}, \rho^{2}\left\|a_{i}\right\|^{2}\right) \\
& +\frac{1}{a_{i}+\frac{1}{2} b_{i}}\left(-2 a_{i} F_{i}^{-1} \delta F_{i}+O\left(\rho\left\|a_{i}\right\|^{2}, \rho^{2}\left\|a_{i}\right\|^{2}\right)\right) \cdot(1+O(\rho)) \\
& +O\left(\rho^{2}\right) .
\end{aligned}
$$

Thus

$$
\left\|s_{i}\right\| \leq k_{1} \rho\left\|x_{i}\right\|+k_{2} \rho\left\|a_{i}\right\|+\left\|\frac{-2 a_{i}}{a_{i}+\frac{1}{2} b_{i}} F_{i}^{-1} 5 F_{i}\right\|+o\left(o^{2}\right),
$$

and since

$$
\begin{aligned}
& \frac{-2 a_{i}}{a_{i}+\frac{1}{2}} b_{i}^{\prime} F_{i}^{-1} \delta F_{i}= \\
&\left.=\frac{-2 a_{i}}{a_{i}+\frac{1}{2} b_{i}} F_{i}^{\prime-1}\left(\Delta F_{i} F\left(x_{i}\right)+F_{x}^{\prime}\left(x_{i}\right) \Delta x_{i}+F_{d}^{\prime}\left(x_{i}\right) \Delta d_{i}\right)+O\left(\rho^{2}\right)\right) \\
&= \frac{1}{a_{i}+\frac{1}{2} b_{i}} O\left(\rho\left\|a_{i}\right\|\right) F\left(x_{i}\right)-\frac{2 a_{i}}{a_{i}+\frac{1}{2} b_{i}} \Delta x_{i} \\
&-\frac{2 a_{i}}{a_{i}+\frac{1}{2} b_{i}} F_{i}^{\prime-1} F_{d}^{\prime}\left(x_{i}\right) \Delta d_{i}+\frac{1}{a_{i}+\frac{1}{2} b_{i}} O\left(\rho^{2}\left\|a_{i}\right\|\right)
\end{aligned}
$$

we find that

$$
\lim _{i \rightarrow \infty}\left\|\xi_{i}\right\| \leq \rho\left\|x^{\star}\right\|(K+C \operatorname{cond} d(F ; d))+O\left(0^{2}\right)
$$

for $\lim _{i \rightarrow \infty} a_{i}=0=1 i m_{i \rightarrow \infty} F\left(x_{i}\right)$ in a convergent process and $a_{i} \Delta x_{i}=O\left(o\left\|a_{i}\right\|\right)$ and $a_{i} F_{i}^{\prime-1} F_{d}^{\prime}\left(x_{i}\right) \Delta d_{i}=O\left(\rho\left\|a_{i}\right\|\right)$.

### 9.3. Exampie

Consider the following operator

$$
F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}:\binom{x}{y}-\binom{e^{-x+y}-d_{1}}{e^{-x y}-d_{2}} \text { with } d_{1}>0 \text { and } d_{2}>0
$$

The operator $F$ has a simple root $x^{*}=\left(-\frac{1}{2} \ln \left(d_{1} d_{2}\right), \frac{1}{2} \ln \left(d_{1} / d_{2}\right)\right)$.
Clearly $d=\left(d_{1}, d_{2}\right) \in \mathbb{R}^{2}$ is the data vector
Now

$$
f \ell(F[x, y ; d))=\left(\begin{array}{lll}
{\left[\left(1+\varepsilon_{1}\right) e^{\left(-x-\Delta^{\prime} x+y+\Delta^{\prime} y\right)\left(1+\hat{\theta}_{1}\right)}-\left(d_{1}+\Delta_{1}^{\prime} d\right)\right]} & \left(1+k_{1}\right) \\
{\left[\left(1+\varepsilon_{2}\right) e^{\left(-x-\Delta^{\prime} x-y-\Delta^{\prime} y\right)\left(1+\theta_{2}\right)}-\left(d_{2}+\Delta_{2}^{\prime} d\right)\right]} & \left(1+\kappa_{2}\right)
\end{array}\right)
$$

where $f \ell(x)=x+\Delta^{\prime} x, f \ell(y)=y+\Delta^{\prime} y, f \ell\left(d_{1}\right)=d_{1}+\Delta_{1}^{\prime} d, f \ell\left(d_{2}\right)=d_{2}+\Delta_{2}^{\prime} d$, $\theta_{1}$ is caused by $-f \ell(x)+f \ell(y), \sigma_{2}$ is caused by $-f \ell(x)-f \ell(y), \varepsilon_{i}$ are caused by the exponential evaluations $(i=1,2),{ }_{k}$ are caused by the subtraction of $f \ell\left(d_{i}\right) \quad(i=1,2)$. One can rewrite $\mathrm{fl}(\mathrm{F}(\mathrm{x}, \mathrm{y} ; \mathrm{d}))=(\mathrm{I}+\Delta \mathrm{x}) \mathrm{F}(\mathrm{x}+\Delta \mathrm{x}, \mathrm{y}+\Delta \mathrm{y} ; \mathrm{d}+\Delta \mathrm{d})$ with

$$
\begin{aligned}
& \Delta x=x \theta_{1}+\Delta^{\prime} x\left(1+\theta_{1}\right), \Delta y=y \theta_{1}+\Delta^{\prime} y\left(1+\theta_{1}\right), \Delta d=\left(\Delta_{1} d, \Delta_{2} d\right) \\
& \Delta_{1} d=\frac{\Delta_{1}^{\prime} d-\varepsilon_{1} d_{1}}{1+\varepsilon_{1}}, \\
& \Delta \Delta_{2} d=\frac{\Delta_{2}^{\prime} d-\varepsilon_{2} d_{2}}{1+\varepsilon_{2}}+\frac{d_{2}+\Delta_{2}^{\prime} d}{1+\varepsilon_{2}}\left(e^{\left(x+\Delta^{\prime} x+y+\Delta^{\prime} y\right)\left(\theta_{2}-\theta_{1}\right)}-1\right) \\
& \Delta F=\left(\begin{array}{cc}
\left(1+\varepsilon_{1}\right)\left(1+\kappa_{1}\right)-1 & 0 \\
0 & \left(1+\varepsilon_{2}\right)\left(1+k_{2}\right) e^{\left(x+\Delta^{\prime} x+y^{\prime}+\Delta^{\prime} y\right)\left(\theta_{1}-\theta_{2}\right)}-1
\end{array}\right)
\end{aligned}
$$

The inverse of the Jacobian matrix in the root $x^{\star}$ is

$$
\frac{1}{2\left(d_{1} \cdot d_{2}\right)}\left(\begin{array}{cc}
-d_{2} & -d_{1} \\
d_{2} & -d_{1}
\end{array}\right) \text { and } \quad F_{d}^{\prime}=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)
$$

The condition-number of $F$ with respect to the data vector $d$ is

$$
\left\|\mathrm{F}_{\mathrm{x}}^{\prime}\left(\mathrm{x}^{\star} ; \mathrm{d}\right)^{-1}\right\| \cdot \frac{\left\|\left(\mathrm{d}_{1}, \mathrm{~d}_{2}\right)\right\|}{\left\|\mathrm{x}^{\star}\right\|}
$$

Using the Schur-norm $\|A\|=\sqrt{\Sigma_{i, j} a_{i j}^{2}}$ of a matrix $A=\left(a_{i j}\right)$ and the $L_{2}$-norm $\|a\|=\sqrt{\Sigma_{i}} a_{i}^{2}$ of a vector $a=\left(a_{i}\right)$, the condition-number is

$$
\frac{d_{1}^{2}+d_{2}^{2}}{\sqrt{2} d_{1} d_{2}\left\|x^{\star}\right\|}
$$

Putting $\mathrm{d}_{1}=\mathrm{d}=\mathrm{d}_{2}$, the root $x^{\star}=(-\ell n \mathrm{~d}, 0)$ and the condition-number is $\sqrt{2} /|\ell n \mathrm{l}|$. The problem is extremely well-conditioned if cond $(\mathrm{F} ; \mathrm{d}) \leq 1$, i.e.

$$
\left.d \in 1-\infty, e^{-\sqrt{2}}\right] \cup\left[e^{\sqrt{2}},+\infty \mid\right.
$$

The problem is very ill-conditioned if $d=e^{\varepsilon}$ with $\varepsilon$ very small.
We will now check some of the conditions of theorem III.9.3. We already know $f \ell(F(x, y ; d))=\left(I_{x}+\Delta F\right) F(x+\Delta x, y+\Delta y ; d+\Delta d)$. Now

$$
f \ell\left(F^{\prime}(x, y ; d)\right)=f \ell\left(\begin{array}{cc}
-e^{-x+y} & e^{-x+y} \\
-e^{-x-y} & -e^{-x-y}
\end{array}\right)
$$

where

$$
\begin{aligned}
f \ell\left(\mathrm{e}^{-\mathrm{x}+\mathrm{y}}\right) & =\left(1+\varepsilon_{1}\right) \mathrm{e}^{\left(-x-\Delta^{\prime} x+y+\Delta^{\prime} y\right)\left(1+\theta_{1}\right)}=\left(1+\varepsilon_{1}\right) \mathrm{e}^{-x+y} \mathrm{e}^{-\Delta x+\Delta y} \\
& =e^{-x+y}\left[1+\varepsilon_{1}+\left(1+\varepsilon_{1}\right)\left(\mathrm{e}^{-\Delta x+\Delta y}-1\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
f \ell\left(e^{-x-y}\right) & =\left(1+\varepsilon_{2}\right) e^{\left(-x-\Delta^{\prime} x-y-\Delta^{\prime} y\right)\left(1+\theta_{2}\right)} \\
& =\left(1+\varepsilon_{2}\right) e^{-x-y} e^{-\Delta x-\Delta y} e^{\left(x+\Delta^{\prime} x+y^{\prime}+\Delta^{\prime} y\right)\left(\theta_{1}-\theta_{2}\right)} \\
& =e^{-x-y}\left[1+\varepsilon_{2}+\left(1+\varepsilon_{2}\right)\left(e^{-\Delta x-\Delta y} e^{\left(x+\Delta^{\prime} x+y^{\prime}+\Delta^{\prime} y\right)\left(\theta_{1}-\theta_{2}\right)}-1\right)\right]
\end{aligned}
$$

So $f \ell\left(F^{\prime}(x, y ; d)\right)=F^{\prime}(x, y ; d)+\delta F^{\prime}(x ; y ; d)$ with
$8 F^{\prime}(x, y ; d)$
$=\left(\begin{array}{cc}\varepsilon_{1}+\left(1+\varepsilon_{1}\right)\left(e^{-\Delta x+\Delta y}-1\right) & 0 \\ 0 & \varepsilon_{2}+\left(1+\varepsilon_{2}\right)\left(e^{-\Delta x-\Delta y}\right. \\ \left.e^{\left(x+\Delta^{\prime} x+y+\Delta^{\prime} y\right)\left(\theta_{1}-\theta_{2}\right)}-1\right)\end{array}\right) \cdot F^{\prime}(x, y ; d)$
$=O(0)$
We can write down an analogous formula for $\mathrm{F}^{\prime \prime}(\mathrm{x}, \mathrm{y} ; \mathrm{d})$.
The two linear systems of equations are well-conditioned since the condition-number of the linear systems in $x^{\star}=\lim _{i \rightarrow \infty} x_{i}$ is

$$
\left\|F_{x}^{\prime}\left(x^{\star} ; d\right)^{-1}\right\| \cdot\left\|F_{x}^{\prime}\left(x^{\star} ; d\right)\right\|=2
$$

One can prove that the use of Gaussian elimination with row pivoting for this example satisfies the conditions d) and e) of theorem III.9.3. So we can expect to get a reasonable approximation of the solution of $F(x, y ; d)=0$ using the numerically stable iterative method (III.9.4); the numerical results illustrate this. Let us at the same time follow the loss of significant digits in the root $x^{\star}$ as the problem becomes worse-conditioned. The calculations are performed in double precision ( $t=56$ ). We solve the nonlinear system $F(x, y ; d)=0$ for $d=\exp \left(10^{-k}\right), k=0, \ldots, 16$. The root $x^{\star}=\left(-10^{-k}, 0\right)$. In table III. 9.1 we give for each d the $6^{\text {th }}$ iterationstep $\left(x_{6}, y_{6}\right)$ in the procedure (III.9.4) starting from $\left(x_{0}, y_{0}\right)=(2,2)$, the number $\ell$ of significant digits in $x_{6}$, and the condition-number cond ( $F$; $\exp \left(10^{-k}\right.$ ) ).
It is also important to know that the iterative procedure stops at the $6^{\text {th }}$ iterationstep, except for $k=7,13$ and 14 where respectively $\ell=11,5$ and 3 in the last iterationstep $\left(x_{7}, y_{7}\right)$. We have used the stop-criterion

$$
\max \left(\left|x_{i+1}-x_{i}\right|,\left|y_{i+1}-y_{i}\right|\right) \leq 10^{-15} \max \left(\left|x_{i+1}\right|,\left|y_{i+1}\right|\right\}
$$

We remark that the algorithm even behaves considerably well for a condition-number of the order of $10^{3}$ or $10^{4}$.

| k | $\mathrm{x}_{6}$ | $y_{6}$ | $\ell$ | $\operatorname{cond}\left(F ; e^{10^{-k}}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | -0.10000000000000000(01) | $0.3597855161523896(-18)$ | 16 | $\sqrt{2}$ |
| 1 | -0.10000000000000000(00) | -0.2376055789464463(-17) | 16 | $10 \sqrt{2}$ |
| 2 | -0.10000000000000001 (-01) | -0.6397150159689099(-17) | 15 | $10^{2} \sqrt{2}$ |
| 3 | -0.0999999999999997 (-02) | $0.5077502606368951(-17)$ | 15 | $10^{3} \sqrt{2}$ |
| 4 | -0.0999999999999844 (-03) | $0.3913464269882279(-17)$ | 13 | $10^{4} \sqrt{2}$ |
| 5 | -0.0999999999997470(-04) | -0.3905797959965137(-17) | 12 | $10^{5} \sqrt{2}$ |
| 6 | -0.0999999999986935 (-05) | $0.5633677343553680(-17)$ | 11 | $10^{6} \sqrt{2}$ |
| 7 | -0.1000000000174599(-06) | -0.1058449777227516(-16) | 10 | $10^{7} \sqrt{2}$ |
| 8 | -0.1000000000015281(-07) | $0.4124494865312562(-17)$ | 11 | $10^{8} \sqrt{2}$ |
| 9 | -0.1000000007452433 (-08) | -0.2449359520991520(-17) | 9 | $10^{9} \sqrt{2}$ |
| 10 | -0.0999999914314586(-09) | $0.4265833288825851(-17)$ | 8 | $10^{10} \sqrt{2}$ |
| 11 | -0.1000000261210709(-10) | -0.6446772724219823(-17) | 7 | $10^{11_{\sqrt{2}}}$ |
| 12 | -0.09999804306688081(-11) | $0.3302303528672576(-17)$ | 5 | $10^{12 \sqrt{2}}$ |
| 13 | -0.0999761308551817(-12) | $0.1322187990417560(-16)$ | 4 | $10^{13} \sqrt{2}$ |
| 14 | -0.1000372750236664 (-13) | -0.1182870095748150(-16) | 4 | $10^{14} \sqrt{2}$ |
| 15 | -0.0963108239652912(-14) | $0.1398012990192197(-17)$ | 2 | $10^{15} \sqrt{2}$ |
| 16 | -0.0868560967896870(-15) | $0.3349523961106902(-17)$ | 1 | $10^{16} \sqrt{2}$ |

Table III.9.1.
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